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ABSTRACT: The supply chain of every enterprise comprises a highly distributed environment, in which 

complex processes evolve in a network of companies and this distributed environment creates a lot of 

fluctuation and uncertainty in the supply chain. Demand forecasting is the downstream part of the supply chain. 

Accurate forecasting of the future demand of the product will eliminate the uncertainty and makes the supply 

chain stable. Therefore, demand forecasting is very critical for any organization to make the correct decisions 

and to achieve the benefits in this regularly changing business scenario. The objective of this work is to study 

the basics of Artificial Neural Network (ANN) and its application in supply chain management and develop an 

ANN model which will predict the future demand with high accuracy as compared to the conventional 

Forecasting methods. To demonstrate the effectiveness of the present study, demand forecasting issue was 

investigated on a gear manufacturing company as a real-world case study. Three ANN models with 

TANSIGMOID, LINEAR and LOGSIGMOID transfer function has been developed using MATLAB software for 

forecasting the demand. A comparative analysis of different ANN models and various traditional forecasting 

methods like exponential smoothing, moving average and weighted moving average method has been done on 

the basis of the results obtained from the various forecasting models. 

Keywords:  Artificial Neural Network (ANN); Supply Chain Management (SCM); MATLAB; Demand 

forecasting. 
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I. INTRODUCTION 
Supply chain management is an important competitive strategy used by modern enterprises. Supply 

chain management is the coordination of production, inventory, location, and transportation among the 

participants in a supply chain to achieve the best mix of responsiveness and efficiency for the market being 

served (wiley, 2010). Demand forecasting is the integral part of the supply chain. In under-forecasting, the 

losses arise from the potential loss of regular and companion products, though increases in production and 

shipment costs can make up for the shortfalls. In the case of over-forecasting, the losses come from discounts 

that must be offered to dispose of excess inventory. Both scenarios lead to uncertainty in supply chain. Thus, 

correct forecast is a big challenge. Accurate forecasting of the future demand of the product will eliminate the 

uncertainty and makes the supply chain stable. Therefore, demand forecasting is very critical for any 

organization to make the correct decisions and to achieve the benefits in this regularly changing business 

scenario. 

The ability to predict the future demand on the basis of previous data is an important tool to support 

decision making of company. Forecasting through conventional forecasting methods yields less accuracy due to 

the fluctuating nature of demand. Artificial Neural Network (ANN) has the ability to implicitly detect complex 

nonlinear relationships between dependent and independent variables thus can be used to predict the future 

demand with better accuracy. 

 

II. LITERATURE REVIEW 
Demand forecasting has tempted the focus of much research work. There is a large number of literature 

on sales forecasting in industries such as pulpwood (Anandhi et al. 2012), supermarket (Slimani & Farissi, 

2015), server manufacturing (Saha & Lam, 2014). However, very few literatures were focused on the gear 

manufacturing sector. Leung (1995) have studied the neural networks in supply chain management and explains 

the ways in which it can contribute to supply chain management. Artificial neural network can be used to solve 
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the problems related to Optimization, forecasting, modeling and simulation, globalization and decision making. 

Bansal et al. (1998) have studied the neural networks based forecasting techniques for inventory control 

applications. Apichottanakul et al. (2009) have developed an artificial neural network to forecast the market 

share of Thai rice. Soroush et al. (2009) have reviewed on application of artificial neural network (ANN) in 

supply chain management and its future. ANN was applied in the field of optimization, forecasting, decision 

making and Simulation. Zhu Ying & Xiao Hanbin (2010) have studied the Model of Demand Forecasting Based 

on Artificial Neural Network and developed a three layers ANN model for forecasting the market demand. 

Kandananond (2012) have studied the consumer product demand forecasting based on artificial neural network 

and support vector machine. Lau (2013) have developed a demand forecast model using a combination of 

surrogate data analysis and optimal neural network approach and proposed a mathematical approach minimum 

description length (MDL) to determine optimum neural network that provide the accurate demand forecast. 

Kourentzes (2013) have studied the intermittent demand forecasts with neural networks. Neural network based 

methodology was proposed to forecast intermittent time series. Wang et al. (2014) have studied the neural 

network with adaptive evolution differential equation for time series data. Slimani & Farissi (2015) have studied 

the Artificial Neural Networks for forecasting the demand and a neural network is proposed in order to predict 

the consumer's demand and implement this demand forecasting in a two-echelon supply chain with a game 

theoretic approach. Ratna & Nisha (2015) have studied an artificial neural network based demand forecasting 

system for uncertainty elimination in two echelon supply chains. Vhatkar & Dias (2016) have studied the oral-

care goods sales forecasting using artificial neural network model. Lolli et al. (2017) have studied the Single-

hidden layer neural networks for forecasting intermittent demand. More investigation in comparing and pooling 

of conventional and neural network can offer some improvement in performance and its feasibility of 

collaboration. 

In the present work, demand analysis for a gear manufacturing industry has been carried out using 

artificial neural network based on different transfer functions. 

 

III. METHODOLOGY 
3.1 Artificial Neural Network 

An Artificial Neural Network is a mathematical or computational model based on biological neural 

network. It is composed of a large number of highly interconnected processing elements (neurons) working 

together to solve specific problems. There are three main components in the ANNs; neurons, interconnections, 

and learning rules. Neural networks learn from real-life cases. It has the ability to implicitly detect complex 

nonlinear relationships between dependent and independent variables and best suited for the complex 

information processing. Black box nature of ANN is the big disadvantage of the ANN. It is mainly used for 

Optimisation, forecasting, simulation, decision making, pattern recognition and clustering. 

An ANN network is formed by combining two or more neurons. The different architectures may be 

classified as: feed forward network and recurrent network. Learning algorithms can be divided into the two 

categories: supervised learning and unsupervised learning. Hit and trial method was used to find the optimum 

the number of hidden layers and hidden neurons. 

 

3.2 Back propagation Training algorithms 

MATLAB16 is used for neural network implementation for demand forecasting. Various back propagation 

algorithms available in MATLAB ANN tool box are: 

• Batch Gradient Descent (trained) 

• Variable Learning Rate (trained, trained) 

• Conjugate Gradient Algorithms ( traincgf, traincgp, traincgb, trainscg) 

• Levenberg-Marquardt (trainlm) 

 

IV. DEVELOPMENT OF ANN MODELS FOR DEMAND FORECASTING 
Product demand is always prone to fluctuation thus making the supply chain inefficient and ineffective. 

Therefore, demand forecasting is an important and crucial part of downstream activity of any supply chain. 

Fluctuation of product demand causes uncertainty in supply chain. Thus, accuracy of sales forecast of a product 

in a supply chain is certainly an important key to competitiveness. Therefore, there is a need to develop an 

efficient and precise model for forecasting the future demand. Accuracy of sales forecast of a product in a 

supply chain is definitely an important key to competitiveness. Therefore, there is a need to develop an efficient 

and precise model for forecasting the demand. In the present work, three ANN models based on three transfer 

function (tan- sigmoid, log- sigmoid, linear) has been developed. The monthly sales data of last 3 years i.e. from 

2014 to 2016 of worm gear box (8.5”) has been collected from the XYZ Company and then demand for the next 

year has been computed. The sales data of worm wheel gear box from 2014 to 2016 are as follows 
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Table 1 Sales data of Worm wheel gear box (8”) from 2014 to 2016 
Month  Year  

 2014 2015 2016 

January 60 67 72 

February 57 63 75 

March 58 65 72 

April 62 70 79 

May 63 69 80 

June 59 72 78 

July 58 64 74 

August 61 71 72 

September 64 73 88 

October 64 72 87 

November 61 73 78 

December 64 72 89 

 

For our Neural Network model, we used a Multi-Layer Perceptron (MLP) network with a single hidden 

layer. ANN model was constructed using tan sigmoid, linear and log sigmoid transfer function. Input for the 

model was demand of all the months of previous year 2014 when we are forecasting demand for all the months 

of the year 2016 and then this forecasted demand of year 2016 obtained from the model became the input to the 

model to forecast the demand of next year 2017. The number of neurons in the hidden layer was varied between 

2 and 20 before finally being set at 10 neurons. The number of output neurons was 1. To set the momentum, 

network was run with the different values of momentum before settling on 0.001 which gave us the best results. 

The ANN was implemented using MATLAB 16. The training algorithm was TRAINLM and adaptive learning 

function was LEARNGDM and performance function is the mean square error (MSE). The number of epochs 

while training was set at 1000 by which point the network was sufficiently trained. 

The forecasted demand of the product for the year 2016 and 2017 when transfer function is 

TANSIGMOID are shown in table 2 and 3 respectively. The forecasted demand of the product for the year 2016 

and 2017 when transfer function is LINEAR are shown in table 4 and 5 respectively. The forecasted demand of 

the product for the year 2016 and 2017 when transfer function is LOGSIGMOID are shown in table 6 and 7 

respectively. 

 

Table 2 Prediction of next year 2016 demand in case of TANSIGMOID transfer function 
 Jan Feb Mar Apr May Jun

e 

Jul

y 

Aug Sep Oct Nov Dec 

Input 
data 

60 57 58 62 63 59 58 61 64 64 61 64 

Target 

data 

67 63 65 70 69 72 64 71 73 72 73 72 

Foreca
sted 

67 63.0
005 

63.9
837 

68.8
479 

68.5
054 

72.
000

1 

63.
98

37 

72 72.3
311 

72.
331

1 

72 72.3
311 

data             

 Jan Feb Ma
r 

Apr Ma
y 

Jun
e 

July Aug Sep Oct Nov Dec 

Input 

data 

67 63.00

05 

63.98

37 

68.884

79 

68.50

54 

72.00

01 

63.98

37 

72 72.33

11 

72.33

11 

72 72.33

11 

Target 72 75 72 79 80 78 74 72 88 87 78 89 

data             

Forec

asted 

72.0

086 

75.00

1 

73 80.944

6 

80 76.00

49 

73 75.9

989 

88.00

17 

88.00

17 

75.998

9 

88.00

17 

data             

 

Table 4 Prediction of next year 2016 demand in case of LINEAR transfer function 
  Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec 

              

 Input 

data 

60 57 58 62 63 59 58 61 64 64 61 64 

 Target 67 63 65 70 69 72 64 71 73 72 73 72 

 data             

 Forecast

ed 

68.56

58 

63.89

21 

64.86

54 

71.73 72.41

47 

66.49

12 

64.86

47 

70.46

02 

72.74

12 

72.74

12 

70.46

02 

72.7

42 

 data             

Table 5 Prediction of next year 2017 demand in case of LINEAR 
transfer function 

      

  Jan Feb Mar Apr Ma Jun July Aug Sep Oct No De
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y e v c 

              

 Input 

data 

67 63.00

05 

63.98

37 

68.88

479 

68.50

54 

72.00

01 

63.98

37 

72 72.33

11 

72.33

11 

72 72.3

311 

 Target 72 75 72 79 80 78 74 72 88 87 78 89 

 data             

 Forecast
ed 

72.19
6 

72.00
03 

72.00
11 

80.59
67 

84.39
76 

72.01
05 

72.00
11 

74.46
84 

85.77
67 

85.77
67 

74.46
84 

85.7
797 

 data             

       

Table 6 Prediction of next year 2016 demand for LOGSIGMOID 
transfer function 

      

              

  Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec 

 Input 

data 

60 57 58 62 63 59 58 61 64 64 61 64 

 Target 67 63 65 70 69 72 64 71 73 72 73 72 

 data             

 Forecast

ed 

72.10

91 

63.35

97 

63.96

6 

69.95

97 

68.34

94 

71.94

25 

63.96

6 

70.04

79 

71.96

5 

71.96

5 

70.04

79 

71.9

65 

 data             

Table 7 Prediction of next year 2017 demand for LOGSIGMOID 

transfer function 

      

              

  Jan Feb Mar Apr Ma

y 

Jun

e 

Jul

y 

Au

g 

Sep Oct No

v 

De

c 

              

 Input 

data 

67 63.00

05 

63.98

37 

68.88

479 

68.50

54 

72.00

01 

63.98

37 

72 72.33

11 

72.33

11 

72 72.

331
1 

 Target 72 75 72 79 80 78 74 72 88 87 78 89 

 data             

 Forecast

ed 

72.04

03 

75.73

09 

75.28

1 

80.04

14 

79.99

91 

78.17

61 

75.28

1 

79.97

72 

87.38

37 

87.38

37 

79.97

72 

87.

383

7 

 data             

 

V. Results And Discussion 
While forecasting the demand for the year 2016, MAD is 0.5009, MAPE is 0.71390, MSE is 0.4393 in 

case of TANSIGMOID transfer function and MAD is 1.577680, MAPE is 2.25303, MSE is 4.7434 in case of 

LINEAR transfer function and MAD is 1.024545, MAPE is 1.48506, MSE is 3.202 in case of LOGSIGMOID 

transfer function. Comparison shows that the ANN model with the TANSIGMOID transfer function is best 

model for forecasting the demand for the year 2016. The various errors occur during forecasting demand for 

2016 is shown in table 8 and fig 1. 

While forecasting the demand for the year 2017, MAD is 1.16257, MAPE is 1.51048, MSE is 2.6460 in 

case of TANSIGMOID transfer function and MAD is 2.48710, MAPE is 3.13985, MSE is 8.8474 in case of 

LINEAR transfer function and MAD is 2.91400, MAPE is 3.76319, MSE is 24.110 in case of LOGSIGMOID 

transfer function. Comparison shows that the ANN model with the TANSIGMOID transfer function is best 

model for forecasting the demand for the year 2017. The various errors occur during forecasting demand for 

2016 is shown in table 8 and fig 1. 

 

Table 8 Errors using different transfer function for forecasting the demand of 2016 
 Transfer Functions Mean absolute 

deviation(MAD) 

Mean absolute 

percentage 

Mean square 

error(MSE) 

   error(MAPE)  

 TANSIGMOID 0.5009 0.71390 0.4393 

 LINEAR 1.577680 2.25303 4.7434 

 LOGSIGMOID 1.024545 1.48506 3.202 
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Table 8 Errors using different transfer function for forecasting the demand of 2016 
Transfer functions Mean absolute Mean absolute percentage Mean square 

error(MSE) 

 deviation(MAD) error(MAPE)  

TANSIGMOID 1.16257 1.51048 2.6460 

LINEAR 2.48710 3.13985 8.8474 

LOGSIGMOID 2.91400 3.76319 24.110 

 

 
 

VI. MANAGERIAL IMPLICATION 
In the present research, ANN models with TANSIGMOID, LINEAR and LOGSIGMOID transfer 

function has been develop using MATLAB software for forecasting the future demand of the product and these 

models are further validated by comparing the results of ANN models with the traditional forecasting methods 

like Exponential smoothing method, Moving average method and Weighted moving average method. ANN 

models developed forecast the demand with high accuracy and thus reduce the fluctuation of the supply chain as 

the demand forecasting is the integral part of the supply chain.  

The objective of this research was to find out the importance of ANN models in forecasting the future 

demand of the product and to compare the ANN models with the traditional forecasting methods. Predicting the 

future demand with the traditional forecasting methods yields low accuracy and greater fluctuation. Thus, it is 

necessary to develop some models which will forecast the demand with high accuracy. ANN models developed 

in the present work predict the demand with high accuracy and reduce the fluctuation of supply chain. Managers 

can use these proposed ANN models for predicting the future demand of their company’s product and make 

their supply chain stable and reliable. 

 

VII. CONCLUSIONS 
Three ANN models based on TANSIGMOID, LINEAR and LOGSIGMOID transfer function has been 

developed by using the MATLAB software for forecasting the future demand using the data of worm gear box. 

Demand forecasted by the ANN models are validated by the conventional forecasting techniques like 

exponential smoothing method, moving average method and weighted moving average. MAD, MAPE and MSE 

are used for estimating the accuracy of the models. Results revealed that, forecasting of 2017 demand, in case of 

TANSIGMOID transfer function, the value of MAD, MAPE and MSE are 1.16257, 1.51048 and 2.646 

respectively while in case of LINEAR transfer function, the value of MAD, MAPE and MSE are 2.4871, 

3.13985 and 8.8474 respectively and in case of LOGSIGMOID transfer function, the value of MAD, MAPE and 

MSE are 2.9140, 3.76319 and 24.11 respectively. Thus, the ANN model with TANSIGMOID transfer function 

is far better and more accurate than ANN model with LINEAR and LOGSIGMOID transfer function in terms of 

MAD, MAPE and MSE.  

                In relation to the traditional forecasting methods for forecasting the 2016 demand, the values of MAD, 

MAPE and MSE are 5.19, 6.45 and 38.83 respectively in case of Exponential smoothing method while the 

values of MAD, MAPE and MSE are 4.83, 5.96 and 35 respectively in case of Moving average method and the 

values of MAD, MAPE and MSE are 4.94, 6.09 and 37.05 respectively in case of Weighted moving average 

method. Thus, Moving average method is best suited for forecasting the future demand of year 2016 as 
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compared to the Exponential smoothing method and weighted moving average method in our case study. It can 

be concluded that the ANN models outperform the traditional forecasting model in predicting the demand and 

forecast the demand with greater accuracy. 
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