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ABSTRACT: Quick sort is more than 50 years old and yet is one of the most practical sorting techniques used in the 

computing industry.  Its average running time matches the best asymptotic running time for a sorting algorithm and 

with a constant factor that outperforms most of the known sorting techniques. However, it suffers from the theoretical 

worst case time bound of 𝑂(𝑛2) on a list of size n.  Ironically, this worst case occurs when the list is already sorted in 

ascending or descending order! We present ways to improve the worst case time performance to asymptotically match 

the optimal worst case running time for any comparison based sorting techniques.  Our technique, however, tries not to 

affect the average running time but the slightest. 

Keywords: Quick sort, Sorting, order statistics, analysis of algorithms. 

 

I. INTRODUCTION 
Sorting and searching are probably the most important problems in computing.  Indeed most if not all of the 

problems in computing require the solution to some kind of search problem.  The importance of sorting, in particular 

stems from the fact that it aids in the permutation or the rearrangement of data to facilitate faster search.  

If we follow the history of sorting we see that some techniques for the rearrangement of data existed even 

before the first contemporary computer was built in the mid of the twentieth century.  For example the Hollerith sort 

was used in the in the early years of the twentieth century during the population census in the USA.  However, the 

construction of computers made the number of sorting techniques increase from few techniques to hundreds and 

thousands different techniques.   These various sorting techniques can be divided into mainly two types: comparison 

based and non-comparison based. 

Non-comparison based sorting techniques rely mainly on the random access ability of memory.   Some of the 

most well known non-comparison based sorting techniques are Count sort, Radix and Bucket sort.   On the other hand 

comparison based techniques rely for the most part on the comparison between elements to obtain the desired 

rearrangement of data.  Most well known comparison based sorting techniques can be divided into incremental 

techniques and divide and conquer techniques.   Examples of the incremental sorting techniques are bubble sort, 

Selection sort and Shell sort.  These are known to be grossly inefficient techniques as they require 𝑂(𝑛2) steps to sort a 

list of 𝑛 elements in the worst and average case. However, variation of these techniques exists that attain sort times that 

are far better than the 𝑂(𝑛2) steps of the original techniques.   For example, Shell sort [1] which is a variant of the 

Insertion sort can attain times of the order of 𝑂(𝑛 log2 𝑛).  Similarly, Selection sort [2] can be made to attain times of 

the order of 𝑂(𝑛 log2 𝑛), or even better as in the case of heap sort [3] which is a variant of selection sort and has a 

worst case time of 𝑂(𝑛 log 𝑛) which is optimal. 

Examples of divide and conquer sorting techniques include ones such as merge sort, quick sort and heap sort.  

All these techniques attain the optimal time of 𝑂(𝑛 log 𝑛) in the average case.  Similarly, in the worst case, both the 

merge sort, and heap sort attain the optimal bound of 𝑂(𝑛 log 𝑛) comparison steps to sort a list of 𝑛 elments.  

However, quicksort may require 𝑂(𝑛2) steps in the worst case, and strangely enough this case occurs when the data is 

already sorted! Yet quick sort was and is still the practical sorting technique in the average.   Indeed many computer 

application vendors used quicksort as the main sorting technique, since the average running time of quick sort on a list 

of 𝑛 elements may require about 1.9𝑛𝑙𝑔𝑛 comparisons which is superior to those attained by other famous sorting 

techniques.   The low constant factor in the average time complexity of quicksort contributed to making it one of the 

most important sorting algorithms.  The algorithm is centered on a partitioning scheme that splits an input list into two: 

those with values not more than the pivot and those with values more than the pivot.  It follows, that the choice of the 

pivot is of crucial importance to the running time of the algorithm.   Indeed, if we (say) always choose the first item in a 

list as the pivot, then the running time of the quick sort technique degrades to 𝑂(𝑛2) steps when fed with a list that is 

already sorted, since we would always get two lists after the partition: one that contains the pivot only if all the number 

are different, and the other contains the rest of the list.   
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Quicksort was originally proposed by Hoare [4] in the early sixties of the last century.  The choice of the pivot 

was the first element in the given list.   However, later the algorithm received wide spread attention and several ideas for 

the pivot were introduced. Ragab [5-6] discusses some of the choices for the pivot.   

In this paper we tackle exactly this point of making quicksort run in 𝜃(𝑛 log 𝑛) time without losing its 

attractive feature of being highly practical.  We do so by allowing quick sort perform the normal operations of 

partitioning and swapping without any modification, but only intervening in the choice of the pivot when the degenerate 

case of partitioning continues for some time without reverting to a more “acceptable” pivot for the partitioning of the 

list.   Moreover, the intervention is thinned out to make sure that in the average case the partitioning step doesn’t affect 

the overall time when it is not regularly called, yet making sure that we don’t run into the 𝑂(𝑛2) running time.    

In section 2 we explain the working of the intervention method, the median of medians, and in section 3 we 

explain the quicksort technique and analyze its worst case complexity.  Section 4 provides comparison of the enhanced 

quicksort to the classical one on various data sets. 

   

II. THE MEDIAN OF MEDIANS 
The famous median of median technique works by following the steps: 

1. Partition the list of 𝑛 elements into 
𝑛

5
 blocks of 5 elements each. 

2. Find the median of each group. 

3. Find the median of medians by recursion on the groups medians. 

4. If the found median of medians is indeed the median of the whole list we can stop with answer 

5. Otherwise partition the original list on this median and the larger partition would contain the median of the whole 

list and all we need to do is to find the item in that list whose rank would make it the median of the original list. 

This technique was shown to run in 𝜃(𝑛) time in the worst case.   However, the constant factor of the time 

complexity can be quite high to be practical in the average case during the pivot selection in quicksort.  A faster 

implementation can be obtained if we relax the condition of finding the median to that of finding an acceptable pivot 

that splits the list into two lists, the smaller of which is not less than say quarter the size of the original list.   For 

example if we accept the answer we get in step 3 of the above algorithm steps and ignore steps 4 and 5, we get a pivot 

which is guaranteed to split the list into two lists the smaller of which is at least one quarter the size of the original list.  

Such a relaxation would still guarantee the asymptotically optimal worst case running time of quicksort to 

be 𝑂(𝑛 log 𝑛). 

If we relax the choice of the pivot to be one that when used to partition the list the size of the smaller of the 

two resulting lists is some constant fraction of the original list size we can reduce the constant factor in the asymptotic 

running time of the median of medians algorithm even further.   Indeed, to guarantee the 𝑂(𝑛 log 𝑛) worst case time 

bound on quicksort, we may choose to call the medianOfMedians to work only on a small fraction of the given list.   

This work can guarantee that we get a pivot that would divide the list into two lists each not less than a particular 

fraction of the original list size, yet the extra work of calling this function would not substantially affect the running 

time, yet maintain the 𝑂(𝑛 log 𝑛) bound. 

 

III. PIVOT SELECTION BY MEDIANOFMEDIANS 
function acceptable Pivot(a[], l, r, k, j) 

   i = l; 

   while (i+jk  ≤  r){ 

    m1 = i;  

 t = i + jk; 

 for(s= i+j; s<t; s+=j) if (a[s] < a[m1]) m1 = s;  //takes O(n/j) time 

 swap(i, m1);       //every item greater than k items 

 i+=jk; 

 } 

   i = l; 

   while (i+jk
2
  ≤  r){ 

m1 = i; 

 t = i + jk
2
; 

 for(s= i+jk; s<t; s+= jk) if (a[s] > a[m1]) m1 = s;   //takes O(n/jk) time 

 swap(i, m1);       //every item less than k items 

 i+=k
2
; 

 } 

   i = jk
2
; 

   return mom(a[l]; a[l+i]; a[l+2i]; . . . ; a[t])    

}        // takes O(n/k
2
) time. 
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Description of the algorithm 

The first while loop iterates in jumps of jk where in each iteration the maximum of k items in this range each 

at distance of its neighbors, and the maximum element is placed in the first location in the range.  At the end of the first 

while loop we are guaranteed that the first element in each block or range is not less than at least k other items.  

Similarly the second while loop iterates in jumps of jk
2
 items and the minimum element of the maxima items found 

during the first while loop is placed in the first location of the block.  This way we guarantee that the first item in each 

block of jk
2
 items is the maximum of k elements in the block and the minimum of k elements in the block of jk

2
 items.  

 

IV. ANALYSIS OF THE ALGORITHM 
The median of medians algorithm finds then the median of these first elements in each block.  Thus we are 

guaranteed to get the median of n/jk
2
 elements in the original list.  The median obtained this way is thus ≥ 

𝑛

2𝑗 𝑘2
 items 

and ≤ 
𝑛

2𝑗𝑘2
 items in the given list.  It follows, therefore, that the returned median is greater than or equal at least  

𝑛

2𝑗𝑘
 item 

in the original list, and similarly it is less than or equal at least  
𝑛

2𝑗𝑘
 item in the original list.  since both j and k are 

constants we are guaranteed to split the original list into two lists, smallest of which is a constant fraction of the original 

list. 

The overall time of the algorithm is the sum of the time for each of the two while loops and the median of medians 

running time on the n/jk
2
 items. 

The first while loop inspects every j
th
 item in the list and the maximum of k items in a block of size jk is placed 

in the first item of the group.  Thus there are at most 
𝑛

𝑗𝑘
  such blocks and the overall number of iterations is: 𝑘  

𝑛

𝑗𝑘
 =  

𝑛

𝑗
.  

It follows, therefore, that the overall time for the first loop is 
𝑐1𝑛

𝑗
 time units, for some constant 𝑐1 > 0. 

Similarly the second loop loop inspects every jkth item in the list and the minimum of k items in a block of 

size j𝑘2  is placed in the first item of the group.  Thus there are at most 
𝑛

𝑗𝑘2
  such blocks and the overall number of 

iterations is: 𝑘  
𝑛

𝑗𝑘2
 =  

𝑛

𝑗𝑘
.  It follows, therefore, that the overall time for the first loop is 

𝑐2𝑛

𝑗𝑘
 time units, for some 

constant 𝑐2 > 0. 

Finally the median of medians requires 𝑐3𝑛 steps on a list of n items.   Thus for a list of 
𝑛

𝑗𝑘2
 items it would run in 

𝑐3𝑛

𝑗𝑘2
. 

The overall time for our version of the median of medians requires 
𝑐1𝑛

𝑗
+

𝑐2𝑛

𝑗𝑘
+

𝑐3𝑛

𝑗𝑘2
 time steps in the worst 

case to return a pivot that can split the original list into two lists, the smallest of which contains no less than 
𝑛

2𝑗𝑘
 items, 

where 𝑛 is the number of elements in the original list.   Thus we have: 

 

Lemma 1.  The acceptablePivot function makes 
𝑐1𝑛

𝑗
+

𝑐2𝑛

𝑗𝑘
+

𝑐3𝑛

𝑗𝑘2
 steps to find a pivot which is guaranteed to produce 

partitions of size not less than 
𝑛

2𝑗𝑘
 items.       ∎ 

Corollary 2.  The constants j, and k can be chosen so that the acceptablePivot function runs in time less than n in the 

worst case and yet produce partitions of acceptable size each.     ∎ 

 

V. THE QUICKSORT ALGORITHM 
We use the conventional quicksort algorithm with the conventional pivot selection.   However, we interfere 

when we see that the algorithm is going more and more into the degenerate case.  The intervention forces the selection 

of a pivot that guarantees that the smallest of the partitioned lists is at least a constant fraction of the original list size.  

This way we can guarantee that we can get a worst case of  𝑂(𝑛 log 𝑛) time steps to sort a list of 𝑛 elements.  To make 

sure that the running time of the sorting algorithm is for the most part not affected by the “intervention”, we only allow 

the intervention if we see signs indicative that the partitioning is doesn’t yield for the most part acceptably size 

“balanced” partitions.  In this case we use the median of medians algorithm on a small subset of the list to guarantee 

that we get a division of the list into more acceptable size partitions. 

However, in order to know when to perform such an activity we need to have some kind memory to 

remember past history.  This is accomplished through the use of a variable which is initially zero, but is incremented 

every time we see that the partitioning is not acceptable.  When the count reaches a threshold we apply the median of 

medians or else the variable is reset to zero again.   This way we don’t intervene with the working of the sorting 

algorithm, unless there are strong indications that it is going to the degenerate case, and the intervention is applied in 

that case only to a small subset of the given list so as to reduce the time cost of the intervention. 
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HoareQS(a, l, r, d){ 

     if (r-l) < 25 return InsertionSort(a, l, r); 

     else { 

               if (d > maxDegenerate)  {v =acceptablePivot(a[], l, r, 5, 20); swap(l, v); d =0;} 

              x = a[l]; 

              i = l - 1 

              j = r + 1 

              while (i < i){ 

                  repeat 

                      j = j - 1 

                  until a[j] ≤ x 

                  repeat 

                      i = i + 1 

                  until a[i] ≥ x 

                  if i < j 

                      swap( a[i], a[j] ) 

                  else 
                      return j 

              } 

              swap(l, j); 

 if ((r-l) > 10*(j-l)){ 

                   HoareQS(a, l, j, 0); 

      d++; 

                   HoareQS(a, i, r, d); 

          } 

          else if ((r-l) > 10*(r-i)){ 

                   HoareQS(a, i, r, 0); 

      d++; 

                   HoareQS(a, l, j, d); 

          } 

          Else { 

                   HoareQS(a, l, j, 0); 

                   HoareQS(a, i, r, 0); 

   } 

} 

 

Explanation of algorithm steps 

The quicksort algorithm checks to see of the size of the list is less than 20 in which case insertion sort is used. 

If the number of consecutive recursive calls in which one of the lists is unacceptably more than the size of the other we 

call the median Of Medians algorithm explained earlier to return the location of the pivot, which is then swapped with 

the first element in the list.   The rest of the code is exactly what is found in classical quicksort where a conventional 

pivot finding technique such as the first element of the list.  However, after the list is partitioned, we check to see if one 

of the partitions is at least 10 times the size of the other, in which case we increment the variable d before calling 

quicksort on the larger of the two.   The variable d is used to count the number of successive recursive calls in which the 

size of one partition is “unacceptably” greater than the size of the other.  However, it is reset to 0 when the disparity of 

the partition sizes is not “unacceptable”. In the algorithm above the constant max Degenerate is used as the 

acceptability measure. 

 

VI. ANALYSIS OF THE QUICKSORT ALGORITHM. 
For a list of size n where n is a constant less than 25 the algorithm calls insertion sort which takes constant 

time on the given list.  For lists of size more than 25 assume that the value of d has reached a threshold where we call 

the median of medians.  In such a case the algorithm takes 
𝑐1𝑛

𝑗
+

𝑐2𝑛

𝑗𝑘
+

𝑐3𝑛

𝑗𝑘2
 more time as was explained earlier.   In 

order to find the worst case behavior of the algorithm we consider a completely ordered list, which would force the call 

to the acceptable Pivot function the maximum number of times.  In this case the classical quicksort will keep calling 

itself recursively on a resulting partition list whose size can be as high as the original input list but one less item.   

However, with the new quicksort technique we continue only for an acceptable number of times before we revert to the 

median of medians which would give us a more acceptable partitioning of the list.  Thus in the worst case, after max 

Degenerate consecutive recursive calls, where each call results in the reduction of the maximum partition size by one 
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we may have to call the acceptable Pivot function.  In this case the size of the list cannot be more than 𝑛 −
𝑚𝑎𝑥𝐷𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒  items, where n is the size of the list during the previous call to the acceptable Pivot function in the 

recursion tree.  Thus the acceptable Pivot function will divide the list into two lists the smallest of which is at least  

 𝑖 =  
(𝑛−𝑚𝑎𝑥𝐷𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 )

2𝑗𝑘
  items in size. 

Moreover the time for finding the pivot and then partitioning the list is  𝑐5𝑛 =  
𝑐1𝑛

𝑗
+

𝑐2𝑛

𝑗𝑘
+

𝑐3𝑛

𝑗𝑘2
+ 𝑐4𝑛, where 𝑐4𝑛 is 

the time to partition the list, for some constant 𝑐4 > 0. 
Thus we have the following recurrence for the worst case time complexity of the quicksort algorithm. 

𝑇𝑛 =  𝑇𝑖 +  𝑇𝑛−𝑖 +  𝑐5𝑛  and 𝑇𝑛 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡for n < 25. 

Since i and n-i are both constant fractions of n, we have. 

 

Theorem 3.  The worst case running time of quick sort is 𝑂(𝑛 log 𝑛).     ∎ 

 

VII. CONCLUSIONS 
In this paper we introduced and analyzed a quicksort variant that unlike the classical quicksort, attains optimal 

asymptotic time bound of 𝑂 𝑛 log 𝑛 .  The algorithm provides minimal intrusion to the working of the classical 

quicksort and thus the average should not deviate much from that of the classical quicksort algorithm.  We carried our 

analysis on the single pivot partitioning technique, but the bounds still apply for the dual pivot partitioning technique. 
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