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ABSTRACT: Mechatronics engineer is expected to design engineering systems with synergy and integration
toward constrains like higher performance, speed, precision, efficiency, lower costs and functionality. To meet
such integrated abilities and knowledge requirements, it is desired that Mechatronics engineering curricula, to
include a proper integrated courses' description, with specific topics, lab sessions, student projects and methods
of integrated abilities and knowledge delivery. This paper proposes, a proper for Mechatronics education,
Systems Dynamics and Control course detailed description, topics with specific learning objectives,
prerequisites, administration, simple but effective teaching approach supported by simple and easy to memorize
education oriented steps and tables, that integrate course outcomes, to solve control problems, all intended to
support educators in teaching process, help students in concepts understanding, maximum knowledge and skills
transfer / gaining in solving controller/algorithm selection and design problems as a stage of Mechatronics
system design stages, to equip students with the key abilities and knowledge, required for further courses in
Mechatronics curricula.

Keywords: Mechatronics Education, Teaching Approach, Course Description, Dynamics Control Design,
Modeling

I. INTRODUCTION

The continuous progress in information technology and the synergetic implementation of different
engineering aspects caused the engineering problems to be harder, scientific problems are normally
multidisciplinary and to solve them we require a multidisciplinary engineering systems procedures, such
systems are used to be called Mechatronic systems. In the same time engineers affront hard challenges and
in competitive market they must provide high attendance by presenting their selves as innovative,
integrative, conceptual, and multidisciplinary. Engineers must be capable of treating in depth different
engineering disciplines with a balance between theory and practice, therefore, they must have breadth in
business and human values, an engineer with such qualifications is called Mechatronics engineer.
Mechatronics engineer is hoped to design engineering systems with synergy and integration toward
constrains like higher performance, speed, precision, efficiency, lower costs and higher functionality.

Role of Control Subsystem in Mechatronics System and Its Design; Mechatronics can be defined as a
multidisciplinary concept, where mechanical engineering, electric engineering, electronic systems, information
technology are integrated, morover intelligent control system, and computer hardware and software are involved
to manage complexity, uncertainty, and communication through the design and manufacture of products and
processes from the very start of the design process, thus enabling complex decision making. Modern products
are used to be called Mechatronics products, when the comprehensive systems are fully integrated. Today for
improving development processes in industry two top drivers are considered: shorter product-development
schedules and increased customer demand for better performing products, The Mechatronic system design
process is a modern interdisciplinary design procedure, it is the concurrent selection, evaluation, synergetic
integration, and optimization of the whole system and all its sub-systems and components as a whole and
concurrently, where all the design procedures should work in parallel and collaborative manner throughout the
design and development process to produce an overall optimal design [1, 3].

Integration refers to combining disparate data or systems so they work as one system. The
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integration within a Mechatronics system can be performed in two kinds, a) through the integration of
components (hardware integration) and b) through the integration by information processing (software
integration) based on advanced control function. The integration of components results from designing the
Mechatronics system as an overall system, and embedding the sensor, actuators, and microcomputers into the
mechanical process, the microcomputers can be integrated with actuators, the process, or sensor or be
arranged at several places. Integrated sensors and microcomputers lead to smart sensors, and integrated
actuators and microcomputers developed into smart actuators. For large systems bus connections will replace
the many cable. Hence, there are several possibilities to build up an integrated overall system by proper
integration of the hardware. Synergy refers to the creation of a whole final products that is better than the
simple sum of its parts, the principle of synergy in Mechatronics means, an integrated and concurrent design
should result in a better product than one obtained through an uncoupled or sequential design, synergy can be
generated by the right combination of parameters, [1, 14]

Mechatronics systems are supposed to be designed with synergy and integration toward constrains like
higher performance, speed, precision, efficiency, lower costs and functionality and operate with exceptional high
levels of accuracy and speed despite adverse effects of system nonlinearities, uncertainties and disturbances,
Therefore, one of important decisions in Mechatronics system design process are, two directly related to each
other subsystems, the control unit (physical-unit) and control algorithm subsystems selection, design and
synergistic integration. During the concurrent design of Mechatronic systems, it is important that changes in the
mechanical structure and other subsystems be evaluated simultaneously; a badly designed mechanical system
will never be able to give a good performance by adding a sophisticated control system, therefore, Mechatronic
systems design requires that a mechanical system, dynamics and its control system structure be designed as an
integrated system (this desired that (sub-) models be reusable), modelled and simulated to obtain unified model
of both, that will simplify the analysis and prediction of whole system effects, performance, and generally to
achieve a better performance, a more flexible system, or just reduce the cost of the system. Possible physical-
control subsystem and algorithm options are shown in Figure 1. As shown, three components can be identified at
this level; the control system, control algorithm and the electronic unit subsystems. The control unit is the
central and most important part (brain) of Mechatronic system, it commands, controls and optimizes the process,
by reading the input signals representing the state of the system and environment, compares them to the desired
states, and according to control algorithm, outputs signals to the actuators to control and optimise the physical
system and meeting specifications. Control subsystem must ensure excellent steady-state and dynamic
performance [1, 7].

Mechatronics system design approach
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Figure 1a. Components at control stage; Control system, algorithm and electronic unit subsystems.
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Figure 1b. Some of physical control units options; a) PLC, b) Microcontroller, c) Computer control, d) analog
controllers.

II. "CONTROL SYSTEMS DESIGN AND ANALYSIS" COURSE

This is a basic course, consisting of two parts; system dynamics and their control process. It focuses on
gaining adequate abilities and knowledge in mathematical modelling of dynamic systems and corresponding
selection and design of control system to meet and maintain desired performance. The course is taught in all
mechanical, electric and Mechatronics engineering curricula and tracks; including; General mechanical
engineering, Mechatronics engineering, Industrial engineering, Control engineering, Automation engineering,
also can be found taught in other departments such as science/math. Departments. Depending on institution,
department, minor's specific requirements and educators, it may have different description and titles, also is
taught from different points of view and applying different approaches. Titles such as: Controlled differential
equations, System dynamics and control, Dynamic systems and control, Control system design and analysis,
Feedback control system, Control and engineering, introduction to control systems, and others [11].

A unified course description, with specific learning objectives/outcomes, correct prerequisites, other
courses to which, this course is a prerequisites, also, simple but effective teaching approach supported with tables,
that can help in achieving learning objectives, is highly required. This paper proposes, a proper for Mechatronics
education, course detailed description, topics with specific learning objectives, correct prerequisites, administration,
simple but effective teaching approach supported by simple and easy to memorize education oriented steps and
tables, that integrate course outcomes, to solve control problems, all intended to support educators in teaching
process, help students in concepts understanding, maximum knowledge and skills transfer /gaining in solving
controller/algorithm selection and design problems as a stage of Mechatronics system design stages, and prepare
them for other further courses applied in Mechatronics curricula including; Mechatronics fundamentals, Process
control, Mechatronics systems design, Embedded systems design, Robotics, PLC, CNC and others [4, 13].

2.1. Proposed Course Description, Audience, and Course Learning Objectives
2.1.1. Course Learning Objectives

Course learning objectives (CLO) are the key abilities and knowledge that to be assessed in a course.
One of main aims of Mechatronics curricula is to equip the students with multidisciplinary capabilities to design
Mechatronics systems, the course is required, and is a basic course in the control of dynamical systems, intended
to provide students with abilities and knowledge in control system/algorithm, selection and design. It is
prerequisite for a group of further subjects/courses, mentioned above, in Mechanical/Mechatronics engineering
program. By analysing what abilities and knowledge are desired for the student to have before attending each of
these courses, it can be clarified what CLOs are desired. In particular, after taking this course, students should be
able to:

a) Understand fundamentals associated with control theory; analysis, design, performance, response,
types and role of; control, control loops, control loop components, control units, control algorithms there
mathematical models, their effects upon process performance and selection criteria (summarized in Table 6).
b) Apply fundamentals associated with representation of physical systems and related concepts; Represent a
plant (process) mathematically, using block diagrams, transfer function, flow graphs, state equation (Build
control-oriented models of dynamic systems; electrical, mechanical, hydraulic and pneumatic). c) Develop
engineering and physical insights into analysis and evaluation (interpretation) of a plant's performance (or
how systems respond to an input?), in terms of key characteristics of developed mathematical model
(summarized in Tables 3, 4, 5).To analyze whether a given control system is stable or note?, what needs to be
done to make it stable (analyze)?, how this can (should) be done (synthesis)? And how his solution will affect
the system performance (evaluation)?, Also to anticipate system's stability and response, based on poles
(zeros) nature, location, damping ratio (summarized in Table 3). d) Understand the conceptual selection and
design of a control unit/algorithm, in time/frequency/state space domains, and apply principles and tools of
feedback and control to select and design a control system/algorithm to design a control system to meet and
maintain desired performance specification, despite adverse effects of system nonlinearities, uncertainties and
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disturbances. e) Apply fundamentals associated with the use of control systems analysis and design software
(e.g. MATLAB, Labview) with facility to aid in the analysis, design and simulation of control systems. All
these are described according to ABET in next section. For the next courses, to which course is a prerequisite,
the following "control course" based abilities and knowledge given by (a to e) are desired: Mechatronics
fundamentals (a, b, ¢), Mechatronics systems design: (a, b, ¢, d, €), Process control (a, b, c, d, e), Embedded
systems design (a, b), Robotics (a, b, c, d), PLC (a, b, ¢), CNC (a, b, ). [2, 6].

2.1.2. Course Prerequisites

The course is intended to be taken by students with a diverse mathematics background, [2, 8]. To gain
the key abilities and knowledge, associated with mentioned CLOs, and based on institution, Department and
minor requirements, the following courses could be general prerequisites: Differential equations, Laplace
transformations, Linear Algebra, Mechanical Vibrations, engineering dynamics. For Mechatronics engineering
students, the required prerequisites are: Differential equations, Mechanical Vibrations, Basic electrical circuits.

2.1.3. Course Outcomes (ABET?*)

(a): Ability to apply the knowledge of mathematics, science, and engineering, (have the knowledge
and the ability to apply intermediate and advanced mathematics; differential calculus, Laplace
transformations, and linear algebra). (b): Ability to design and conduct experiments, as well as to analyze and
interpret data, (able to identify the measurable parameters. able to identify different methods for measuring
the phenomenon. able to identify the relationship between the phenomenon and the measured parameters.
able to demonstrate general lab safety. able to follow experimental procedures for the experiment while
maintaining all safety precautions. able to collect and record_data using appropriate units of measurements
and identify the dependent and independent variables in the experiments. ability to analyze the data to
generate the required parameters. ability to discuss the raw and derived data/graphs and assess the validity of
the results. ability to relate how experimental result can be used to improve a process). (c): An ability to
design a system, component, or process to meet desired needs within realistic constraints such as economic,
environmental, social, political, ethical, health and safety, manufacturability, and sustainability, (able to
identify the customer and the needs, able to identify and list the design objectives. able to identify the design
constraints. able to define the design strategy and methodology. to identify the types of information needed
for a complete understanding of all aspects of the project. able to define functional requirements for design.
able to transform functional requirements into candidate solution concepts/ mathematical modelling, able to
evaluate candidate solutions to arrive at feasible. able to develop final design specifications). (d): An ability
to function on multidisciplinary teams. (e): An ability to identify (understand), formulate, and solve
engineering problems (f): An understanding of professional and ethical responsibility (use-apply of
handbooks, codes, and standards) in obtaining, reporting, analyzing data or in design). (g): An ability to
communicate effectively, (able to: demonstrate knowledge and understanding of the subject. Able to: organize
presentation in well structured logical sequence making it easy for audience to follow the content with clear
understanding. Able to: stay within time limits). (h): The broad education necessary to understand the impact
of engineering solutions in a global, economic, environmental, and societal context.(i): Recognition of the
need for, and the ability to engage in life-long learning (able to identify and take advantage of learning
opportunities available on internet and elsewhere such as seminars, conferences, workshops, and tutorials.
Able to independently acquire additional knowledge and data needed for solving the problem).(k): An ability
to use the techniques, skills, and modern engineering tools necessary for engineering practice, (able to solve
problems using current software used in the discipline, such as Matlab) [9].

2.1.4. Recommended Textbooks and Other Course Materials/References

The following are recommended worldwide textbooks and references: Norman S. Nise, "Control
Systems Engineering”, 4™ edition, Wily and sons, 2008. K. Ogata, "Modern Control Engineering”, 5" edition
Prentice Hall of India, New Delhi, 1995. Richard C. Dorf, Robert H Bishop, "Modern Control Systems",
Prentice Hall, 10" edition, 2004. Farid Golnarghi, Benjamin Kuo, "Automatic, Control System", 9" edition,
Wily and sons, 2010., Franklin, Powell and Emami Naieni "Feedback Control of Dynamic Systems", 4th
Edition, Prentice Hall, 2002 / Gene Franklin, J. David Powell, Abbas Emami-Naeini, "Feedback Control of
Dynamic Systems”, Prentice Hall, NJ, 5" edition. The Student Edition of MATLAB, by The Math Works Inc.,
Prentice Hall, 1992.

2.1.5. Proposed Description

"Introduction to control theory and related concepts (Control, control systems, control algorithm, types
of control, classification of control loops, components/role of control system, response, performance,...).
Mathematical foundation: Review of related mathematical theories; (Differential equations, Complex-variable
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theory and Laplace & z-transforms). System representation; mathematical modelling represent physical systems
(electrical, mechanical, hydraulic and pneumatic) using the following forms; differential equations, Block
diagrams (and corresponding algebra), transfer function (poles, zeros, pole zero map), state space equation, and
signal flow graphs (Mason’s gain formula). Analysis and evaluation of system (plant) performance (transient
and steady state response measures of | and Il order system, dominant poles of higher order systems). Selection
and design of control system/compensators in time domain, to meet and maintain desired overall system
performance. Analysis and design in frequency domain. Analysis and design in state space domain”. Control
systems analysis and design software (e.g. MATLAB, Labview) with facility to aid in the analysis, design and
simulation of control systems, (MATLAB built-in function for analysis and plotting systems' response,
Introduce control system toolbox sisotool and rltool and corresponding design and analysis) [9].

2.1.6. Proposed Simple and Easy to Memorized and Follow Control System Design Teaching Approach,

To support educators in knowledge delivery, and help students in achieving CLOs abilities and
knowledge and solve control problems, the course topics and CLOs/outcomes are organized and integrated in
simple and easy to memorized and follow steps, to select and design a control system to meet and maintain a
desired performance. These steps are shown in Figure 2. Depending on institution, Department and minor,
educator's back ground, these steps are given in different forms/details, shown in Figures 2a, b, c.

To evaluate concepts and gain required associated integrated abilities and knowledge desired for further
courses, the description and the teaching approach, are supported with tables (1c: 7) and graphs, that are
recommended to provide students with, and ask to bring on every lecture, where: In Table 1, the proposed
course description and topics is explained in details, in particular, main topics mapped with their specific
subtitles, objectives, number of lectures and weeks. In Table 2: Some basic rules of block diagram algebra. In
Table 3a,b first and second order systems modelling, response measures and general forms of transfer function.
In Table 3c the nature of second order system poles (roots) and the effect of changing damping and undamped
natural frequency on systems response. In Table 4: the steady state error dependence on input signal and system
type. In table 5 Control systems/algorithms transfer function, actions, selection criteria and root locus sketching
rules. Table 6 analysis and design in Frequency domain [12]. Table 7 analysis and design- the modern State
space (variable) approach. [10].

2.1.7. Recommend Course Administration

The course is taught in 14/15 weeks, with two (I and 1) midterm exams, 3 Lab session (to convey
concepts when possible, along with simulations and interactive MATLAB sessions), Course Project,
Homework sets, and a final exam.

2.1.8. Class Schedule
4 Credits hours, (4: 2, 1, 1): 100-minutes lecture per week, 100-minutes tutorial per week, and 150-minutes
laboratory hours every three weeks:

Table 1a. Class schedule.

Activity Name Hours per Week Sessions per Week Weeks per Semester
Lecture 2 1 14
Tutorial 2 1 14
Labs 3/every three weeks 1/every three weeks 3
2.1.9. Recommended Grading System
Table 1b. Recommended grading system.
Class performance (Atten., particip., assignments) 10%
Labs (3) 15%
Quizzes/ Tests (3-5) 10%
First Exam | 10%
Second exam 11 10%
Project; Written/Oral; (Report + Presentation) 15%
Final 30%
Total 100%

2.1.10. Pre-course

A special pre-course recommended to be offered in the week before the course begins. This pre-course
gives a concise introduction to four main topics: linear algebra, ordinary differential equations, complex theory
and dynamical systems.

Page 338
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I11. TEACHING PLAN AND TOPICS EXPLAINED

Table 1c. Teaching plan and explained topics of the course.

Topics to be covered

1) Introduction to control theory and related concepts.

(T1:1, 1, 2): First Week, 1 Lecture, 2 Hours.

a) Course overview: first day materials; describe course structure, objectives, administration,.

b) Definition of main control concepts and terminologies; Control, control system, Controller, control algorithm, control system
components; Sensor, Actuator, Plant, Process. Input, output, disturbance, test input signals, response and plots (transient & steady
state), performance, steady state error, performance evaluation, Control low, Design, Analysis, Control history.

¢) Advantages of control systems and application examples.

d) Definition and classifications/types of each of: Control (automatic and manual), Processes (SISO, MIMO), Control systems
(Discrete (ON/Off), Multistep, Continuous (P-, Pl, PD, PID, Lead, Lag...)), control loops (A single variable control loop
(Feedback, Feedforward), Multivariable Control loop (Feedback plus Feedforward, cascade control, ratio control)).

e) Introduce (proposed) steps for control system selection and design Figure 2a, b, c.

f) Introduce role of control systems analysis and design software (e.g. MATLAB, Labview) to aid in the analysis, design and
simulation of control systems.

2) Mathematical foundation: Review of related mathematical theories; differential equations, Complex-variable theory and Laplace
transform.

(T2:1, 1, 2): First week, 1 lecture, 2 hours.

a) Ordinary differential equations (First and Second order HODE, solving/ plotting solution, relating differential equation
terminologies with control system terminologies (e.g. solution/response, particular integrate/transient response, forced
function/steady state response, characteristic equation ...).

b) Complex variables (complex plane, complex conjugate, phase, magnitude, Complex Arithmetic.

c) Laplace transform and elements of the Laplace transform (Laplace table)

3) System representation-mathematical modelling: represent physical systems (electrical, mechanical, hydraulic and pneumatic) using
differential equations, Block diagrams, transfer function, state space equation, and signal flow graphs.

(T3:2-4, 5, 10): Il by IV Week, 5 Lectures, 10 Hours.

a) Introducing | & Il order systems, why in control engineering, we most interested in study of such systems?.

b) Modeling basics and definition of concepts. Forms of mathematical models;(differential equations, state space equations, transfer
function, block diagrams...). Developing mathematical model in the form of differential equations for mechanical systems
(translational, rotational, and combination, mechanical elements; Spring, Mass, Damper), Electric systems (circuits & elements;
resistor, capacitor, inductor RC, RLC circuits), electromechanical (DC motor), hydraulic and pneumatic systems, including; First
order systems (car spring-damper suspension system, car cruise control, tank level control, pressure control, RC circuit), and
Second order systems (Two tank system, Spring-mass-damper...), higher order system (e.g. DC motor, Two-degrees-of freedom
system), analogies.

c) Linearization of nonlinear systems.

d) Representing system using state equations. Concepts, definition and equations development.

e) Representing system using Block diagram and Block diagram algebra; block diagrams reduction techniques (Table 2),
Representing system using signal flow graphs, Mason’s gain formula.

f) Representing system using transfer function: forward, open loop, closed loop, overall transfer function, Poles, Zeros, Pole-Zero
map.

(Most of proposed is recommended to be taught in parallel, e.g. derive mathematical model of a given system in the form of

differential equation, (and/or write state equations), apply Laplace transform, develop transfer function, find Poles, Zeros, and plot

pole-zero map.

4) Analysis and evaluation of (basic) system (plant) performance; Stability and (transient and steady state) response analysis of first
and second order systems, dominant poles of high order systems.

(T4:4-7, 6, 12): IV by VIl Week, 6 Lectures, 12 Hours.

a) Introducing design steps depicted in Figure 2

b) Introduce the three predominant objectives of systems' performance analysis and design with corresponding concepts and
definitions; a) Stability analysis: Ensure stability and the degree or extent of system stability, b) Transient performance analysis;
calculate transient performance specification (measures): T, 5T, Tg, Tp Ts, Mp OS%..., c) Steady-state performance analysis;
(Performance accuracy) Calculate steady state error, test input signals.

c) Stability analysis (absolute and relative) in time and state space domains. Routh-Hurwitz stability criterion: relative stability
analysis: parameters change, to determine system parameters (and ranges) to yield stability, critical stability and instability), design
using Routh-Hurwitz stability criterion.

d) Test input signals, definition and application.; pulse, impulse, step, ramp, parabolic, sinusoidal.

e) Response analysis of | order system: concepts, definition and classification (transient response and steady state response). Response
specifications/Measures, Introducing Table 3a, and for/or the next below topics:

f) Response analysis of | order systems (Introducing Table 3a): Time constant is the only parameter needed to evaluate | order system
performance. General form of | order systems without zeros, in terms of differential equation, transfer function, and both in terms
of time constant. Forms of | order system response (natural growth/decay). | order system response measures (T, T, Ts, DC gain,
Ess). The effect of changing (increasing/decreasing) time constant (pole location on complex plane) upon system response curve
(speeds-up/slows response....). Application examples of | order systems (Car spring-damper suspension system, Car cruise control,
level control, pressure control, RC circuit....).

g) Response analysis of Il order system (Introducing Table 3b, ¢): The two parameters needed to evaluate Il order system performance
(damping ratio and undamped natural frequency). General form of 1l order systems without zeros, in terms of differential equation,
transfer function, and in terms of these two parameters. (Table 3b, c) The four forms of stable Il order system responses
(Undamped, underdamped, critically damped, overdamped). The relations between damping ratio (¢), Poles (roots) nature, location
and response form, properties and time solution for performance/error prediction. Il order system response measures in term of
damping ratio and undamped natural frequency (T, {, . ¢, 5T, Tr, Tp Ts, Mp,%0S,..). The effect of changing
(increasing/decreasing) time constant or damping ratio and/or undamped natural frequency upon system response curve (speed
up/slow response, increase/decrease overshoot.....). Calculating damping ratio and undamped natural frequency from plant's
parameters, and from poles location on complex plane (phase and magnitude of complex pole). Damping ratio line and overshoot,
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magnitude of complex pole-circle and undamped natural frequency. Application examples of Il order systems (Spring-mass-
damper, two tank system, RLC circuit...).

h) Response analysis of higher than second order systems: Dominant poles and systems approximation, finding dominant pole(s), DC
motor as application example (speed and position control), dominant poles in terms of damping ratio and undamped natural
frequency.

i) Writing/Finding transfers function and/or plant parameters from response curve or from transfer function. Convert between
differential equation/transfer function / state-space models. Finding time response from the state-space representation.

j) The effects of nonlinearities on the system time response. | and Il order systems with zeros.

k) Response analysis; Steady state error (introducing Table 4): measure of system accuracy, relation between input signal R(s), system
type and steady-state error for performance/error prediction. Steady-state error in terms of open loop and closed loop transfer
functions. Static error constants. Finding the steady-state error for a unity and non unity feedback system. Finding the steady-state
error for systems represented in state-space.

1) Selective design: (e.g. achieving desired response without adding control system), to select (I or 1l order) system's parameters to
result in desired response specification, done by reverse solving system's parameters in terms of desired response specification.

m)Analysis and evaluation of system performance using analysis and design software (e.g. MATLAB, Labview) to aid in the analysis,
design and simulation of control systems (MATLAB built-in functions for analysis and plotting of systems' response subjected to
an input signal. Introducing control system toolbox sisotool and rltool).

Lab (1): Using MATLAB/Simulink: Test input signal. Response analysis and evaluation of | and Il order systems' (Spring-Mass-
Damper, Car system, RLC circuit). Effect of changing systems' parameters upon response. Response measures.
(T4-L1:7, 1, 3): VIl Week, 1 Session, 3 Hours.

Review: (T1-7, 0.5, 1): VIII Week, 0.5 Lecture, 1 Hour.
First exam: (1 hour): Covering all previous (up) topics
(T1:5:7, 0.5, 1): VIl week, 0.5 Lecture, 1 Hour.

5) Selection and design of control system in time domain, to meet and maintain desired overall system performance.

(T5:7-10, 5, 10): VIII by X Week, 5 Lectures, 10 Hours.

a) Introducing Table 5: Review: Definition and classifications/types of control systems; (Discrete (ON/Off), Multistep, Continuous (P-
, Pl, PD, PID, Lead, lag...)), control loops (A single variable control loop (Feedback, Feedforward), Multivariable Control loop
(Feedback plus Feedforward, cascade control, ratio control)), with emphasize on Continuous feedback (closed loop) control
systems.

b) Types (modes), mathematical model, and transfer function of control systems/compensators; P-, Pl, PD, PID, Lead, lag and leadlag.
Controllers' gain definition. Effect of each controller mode on system's response (transient and steady state). Equivalency of each
controller mode in terms of pole/zero addition to plant's transfer function. Controller selection Criteria. Implementing controllers
using passive components (amplifier-resistor-capacitor) and concept of gains.

c) Introductory review to control system selection and design: (Calculating damping ratio and undamped natural frequency from poles
location on complex plane (phase and magnitude of complex pole. Damping ratio line and overshoot, magnitude of complex pole-
circle and undamped natural frequency) and corresponding response measures). The design region in the complex plane where a
pair of second-order poles must be located to satisfy specification.

d) Controller design in time domain: Selective design: Review (achieving desired response without adding control system).
Comparison for design: comparing a given form of systems closed-loop transfer function (e.g. with P-controller) with the
corresponding "standard" form of I or Il -order systems, and by comparison to calculate the controller's gain(s).

e) Control system design via root locus; definition, power of root locus (provide solutions for stability and response analysis and
design for systems of order higher than second order, analysis and design for stability; ranges for stability, instability and break into
oscillation). Sketching rules. Control systems/compensators (P-, Pl, PD, PID, Lead, lag and leadlag) design via root locus; applying
controller pole/zero addition, angle criterion, magnitude criterion, design verification.

f) MATLAB builtin function for control system design and analysis e.g. tf(), rlocus. Applying control system toolbox (sisotool and
rltool) to select and design a control system (P-, PI, PD, PID, Lead, lag and leadlag) to achieve desired performance.

Project assignment, (Report + oral presentation):

Given and explained in: week No. X.

So as students can apply, gained abilities and knowledge in solving control system/algorithm selection and design as a stage of
Mechatronics system design, the course, as many other, Mechatronics courses, is project-based and include a project on the selection
and design of control system/algorithm to control a given Mechatronic device based on/to meet given objectives and design
specifications. Recommended: Given a dynamic system e.g. DC motor based motion control application (robot arm, mobile robot,
suntracker, Automated conveyer system, electric car) with defined parameters, and desired performance specification (or student can
select desired actual system response specifications). Each student is to apply all selection, design and analysis steps to design a
control system to meet desired performance, and using MATLAB), and verify design.

Second exam: (T1-4:10, 1, 0.5): X week, 0.5 lecture, 1 hours.
Covering selection and design of control system in time domain, to meet and maintain a desired performance.

Lab (2): (T4L2:11, 1, 3): XI Week, 1 Session, 3 Hours

Identify closed loop systems components and their role. System representation. Data collecting, response plotting and interpreting:
Analysis of open and closed loop response, and/or observing effects of plant's parameters (and/or T, {, w,) change on resulting
step/ramp/parabolic response of | and Il order systems, and/or observing effects of PID-modes and parameters-gains change on
system response. Selection and design of control system to meet desired performance: e.g. DC motor based motion control
(speed/position); Robot arm, Ball and beam system.

6) Controller design in frequency domain:

(T6:11-12, 4, 8): Xl by XII week, 4 lectures, 8 hours.

a) Introducing Table 6.

b) Definition of main concepts; History, Frequency transfer function, advantages and applications of the frequency response
techniques.

¢) The three graphical representations tools of the frequency response representation (Bode diagrams, Nyquist diagrams, and Nichols
charts).

d) Performance and stability analysis in frequency domain; gain margin (GM), phase margin (PM), Nyquist stability criterion, Bode stability
criterion, frequency-domain performance specifications;(M;, @, wp, @g, n, BW, Es). Using Bode and Nyquist plots to determine closed
loop stability and performance.

e) Controller selection and design in frequency domain: Design Lead/Lag compensators to achieve closed loop bandwidth and
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stability margins
7) Introduction to analysis and design in state-space:
(T7:13, 2, 4): X111 week, 2 lectures, 4 hours.
a) Introducing Table 7,
b) The general state-space representation,
c) Stability analysis in state space,
d) Steady-state error for systems in state space,
e) Controller design in state space (pole placement)
Lab (3): frequency response
(T4L3:14, 1, 3): XIV Week, 1 session, 3 Hours.
Course Project defense: (Report + Oral)
(T1-7:14, 1, 2): XIV Week, 1 Lecture, 2 Hours.
Course Review of; objectives / gained abilities and knowledge, Selection and design examples, relation to other subjects. (T1-7:14, 1,
2): XIV week, 1 lecture, 2 hours.
TOTAL: 7 Topics, 15 weeks, 28 lectures, 2 lectures for Midterms +quizzes, 60 hours, 3 Lab sessions 9 hours.

Pre-Study Process (7 /27e problern statermernt ):
Z (1t /s the process of understanding what the problem Is, its goals and functiorns, arnd to state it ir1 clear
terms. Done by identification, gathering and analysis as 1muclh? as possrble informatiorn about) -

l a [ Establish control problem objectives to achieve

Functional requirements: what is system’s major function to perform?, is it performing it?

Y’ Requirements Performance requirements: How we// the system does what it is suppose to do?

analysis and Desired performarnce specifications requirermernts to meet and mainiai: i tirme
identifications dornain (transient and steady state): 7, Tr, 7Tr 7s, Mes OS2, £ss. /17 Frequericy dormailrn (peak
resporise NMr, cwr , BW, Gm, FPm), robustness, dristurbarice refectior, /Iow sernsitivity;

Environmental requirements: Under what conditions, does the system have to work and
meet performance goals?

c Identify plant’s parameters (M, B, K, R, L, C, ....)) and variables to be controlled ( Input, Output): X,
v, 0, w, B 7T V1

l a [ Identify physical configurations (Deperiding orn the planijprocess): select Sensors, Actuators, Controller.. l

System Representation
2 (70 simplify the process of selection and design, represernt the systern using, different forrms, eaclr /1as rts
advaritages , limitatiorns and applicatiorns)
l Physical model l l Schematic model l l Mathematical model l
Block diagram model ] l Differential equation mod ell l Transfer function model] l State space model] l Signal flOVTI

Develop (draw) physical model: based on objectives and requirements, describe the physical system in
a terms of principle of working, components and interconnections, to simplify the picture some phenomena
can be neglected/ approximated

Develop (draw) functional block diagram model: translate objective, physical model, and qualitative
b description, into functional block diagram describing components, subsystems (sensors, actuators, controller,
amplifier,..) interconnections, inputs, outputs, math. model of each component can be placed in each blocks

Develop mathematical (differential equations) model: using physical law (Newton’s, Kirchhoff's, ...) to
represent (s770ade/) each components/subsystem, then according to developed block diagram model, develop
ed_in step (1.-c).

c each subsystem/component is represented using block diagram with input and output , these then connected
to develop w#hole systerr? block diagram model.

Simp ficity VS accuracy. the more accurate the mathematical description of each subsystem, the more
complex the modeling equations are. It is necessary to Jgrrore a certai nherent physical properties of
system, it is desirable to first built simplified model, later more accurate model for accurate analysis is built

=

=

_853 Develop mathematical transfer function model: or7/y applied for Zinear systerns, and is defined as the

- a | rat/o of the Laplace transform of the output to the Laplace transform of the input, represented by G(s),

s transfer function gives more intuitive information than differential equation, and useful in modeling

= interconnections, and rapidly sense the effect of parameters change

8

—= e Develop mathematical state space model: applied for systems that casz ‘7 be represented using /inear

g differential equations ( by transfer function),also are used to model systems for simulation on computer

% [ 3 [ Reduce whole system block diagram model; (apply block diagram algebra) ]
=

= Applying block diagram algebra, whole system block diagram, with all subsystem’s models ( sensor,

5 a |actuator, dynamics...) is simplified to single block model, with one mathematical model ( or one transfer

= function), that represent the whole system from input to output

‘s

g' [ 4 [ Analysis and evaluation of bas/c system performance ]

Solve mathematical model and plot the solution ( response) of ( differential equation or transfer function, or
state space model), subject the system to test input signal ( step, ramp, parabolic, sinusoidal....), Analyze
and Evaluate resulted, the three predominant objectives of systems analysis and evaluation are

Sta y analysis: absolute ( is the system stable (all Transient response
pole’s real part are negative? Yes, No) & refative stab. i 7, Tr, 7275, N7-,
(using Routh-Horwitz criterion, p/or pole zero diagram.

Steady-state response
analysis: accuracy-
steady state error Ess

[ Based on calculated response measures (7, 7z 7-7s, M- OS2, £5s), plot response curve and evaluate response]

(Based orn desired ( performmarnce) requiremernits and basic systern resporse analysirs, select anad desigrr coniroller:
P-, PI-, PD, PID-, Lead-, Lag, Leadlag,)

[p

[ Select and design and control system (Algorithm)
a

IE

Conitrol systern desigr : is the process of selecting feedback controller parameters (gains/poles/zeros) that meet
& maintain the desired specification requirements, in closed loop control system, different des/igrr rmet/rods exisst -

l Selective designl lGain adjust. l lP. Placementl lUsing Rlocusl lZiegler—NicholS] lln frequency domain H In state space l
| —

Ver ification and optimization
5 (to verrfy the adesigrr of cortrof systerr, 11 terms of rmeeting requirernerits, if not th1e controller pararmneters are
refined, ther the desigr is optirmized), all t/1is carn be dorne rmathernatically or using Cormputer software

N—
a Simulation process ; using computer programs e.g. MATLAB, Labview, is used to decide on the design
requirements.
6 Prototyping, testing, evaluation and optimization
70 take into accowunt the urimodeled errors and ernhance precrsion, performance and gatlhier early user feedback
[ v ‘ Manufacturing and Commercialization ] [ 8 ‘Support, Service and Market feedback Analysis ]

Figure 2a. Course proposed design steps, for selection and design of control systems.
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Pre-Study Process (The problem statement ) :
5 @t is the process of understanding what the probiem is, 1ts goals and functions, and to statest in clear
terms. Done by identification, gathenng and analysis as much as possible information about) :

| a \ Establish control problem objectives to achieve

Identify desired performance specifications requirements to meet and mamtain. in time doman
b | (transient and steady state): T, T, T5.T5, Mr OS%, Ex In Frequency domain (peak response My, @ BW, G
Po), robustness, disturbance rejection, low sensitivity,

] v.4oRTV.I

c \ Identify plant’sparameters M, B, K, R, L, C, ) and variables to be controlled ( Input, Output). X,

| d | Identify physical configurations (Depending on the plant/process). select Sensors, Actuators, Controller.

System Representation
2 (To simplify the process of selection and design, represent the system using, different forms, each has its
advantages, imitations and applications)
v
l Mathematical model ]
[\

/ 1
Block diagram model I I Differential equation modell I Signal flow graphs

I Transfer function modell I State space model I

[ 4 ] Analysis and evaluation of basic system performance ]
v
Stability analysis
(absolute)

Modify basic system parameters No

l Yes

Transient response Steady-state response
analysis: 7, { @a, T2, analysis: accuracy-
I:T;, My, OSY%,. steady state error L«

IPlot Polefzero diagram I I Plot Plant’s step response

¥

Select and design and control system ( Algorithm)
4 | Based on desired performance requirements and basic system response analysis, select and design controller: P-,
PI-, PD, PID-, Lead-, Lag, Leadlag to meet and maintain desired performance

Control system design ' 1s the process of selecting feedback controller parameters (gains/ poles and zeros) that
a| meet the desired specification requirements, in closed loop control system, different design method's exist .

v

/
Selective design I I Gain adjustment II UsingRootlocusl | Ziegler-Nichols "In frequency domain I I In state space

v
Verification and optimization
3 (t0 venfy the design of control system, in terms of meeting requirements, if not the controller parameters are
refined, then the design is optimized), all this can be done mathematically or using Computer software
Simulation process ; using computer programs ¢.g. MATLAB, Labview, is used to decide on the design requirements.

Ensure stability | | Ensure achieving Ensure achieving SS

and extend of transient requirements | | requirements - state

stability T & on T3, 2Ty, OS%,|| ervor Ex
v

Modify Controllers gains No
| Yes
6 Prototyping, testing, evaluation and optimization
To takeinto accouvnt the uvnmodeled errors and enhance precision, performance and gather early user feedback
|
Modify Controllers gains No

Yes

Figure 2b. Proposed design steps, for selection and design of control systems.
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[ Pre-Study Process (7/1e problem staterment ) ]

| Establish control problem objectives to achieve |

Identify variablesto be controlled ( Input,
Output): X, v, 6,0, BT, V[ /

ldentify desired performance specifications
requirements to meet and maintain

In Frequency domain(peak resporise In time domain (Zransient and steady
Me wP,BW, Gnm, Pn), state): T, Tz, 75, Ts, MR, OS%, Ess.

Identify physical configurations (Depending on the plant/process
sefect Sensors, Actuators, amplifier....... and pararmeters)

[ System Representation ]

Physical model
Schematic model

Block diagram model | |Signal flow graph model

| Mathematical model |

| Differential equation model |

| i .
1 State space modell | Transfer function mod el| | TF frequency model li’

[ Analysis and evaluation ]

Stability analysis

Modify basic system parameters No

| Transient response analysis| | Steady state response analysisi

[ Select and design and control system (Algorithm) ]

| P-, PI-, PD, PID-, Lead-, Lag, Leadlag |

In state space | | Selective design | | Gain adjustment | | Using Root Iocusl | Ziegler-Nichols || In frequency domain
Plot Rot locus Bode plots

Find Dominant pole(s) from desired response specification Nyquist diagram
(transient and steady state): 7, Tr, Tr, Ts, MR, OS5%, Ess.

| Apply angle and magnitude criterions to select gains | Nichols charts

[

N3 M., w,, BW, w, CR |

———————————————————————— >| Select Controller’s gains |~——————————————————
N

Testing & Verification of Control system selection & design, meeting
requirements? (Mathematically or using computer simulation( e.9. MATLAB)
I

|Ensuring Stability | Ensure achieving desired Ensure achieving desired
Transient response steady state response

| Robustness | ID/'sturbance refection | |LOW sensitivity | |

Refine controller pararmeters, No

Yes

Prototyping, testing, evaluation and optimization
70 take into account the unmodeled errors and enhance precision, performarnce

and gather early user feedback.

Refine controller parameters, No

Implement

Figure 2c. Flowchart; proposed design steps, for selection and design of control systems.
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Table 2. Some basic rules of block diagram algebra [3].

Original Block Diagrams Equivalent Block Diagrams
4
A AG AG-B A A-G AG-B
1 J
f L.
& . G B
A AG A AG
2 — G - G -
3 AG
G
A AG A AG
G G
o f—
AGLSE ] 4

Gy
A B
*{2 >—» G
5 : A Gy B
1 1+ GG,
Gy

Table 3a. | order systems modelling, response analysis, Performance measures, control loop, and general forms
of transfer function G(s).

#lla e layp - - > -
Modeling-Response analysis & Evaluation of FIRST order systems g & systems approximated as I order
Modeling of ﬁrgt ol'der systems: Dynamies of many systems can be approximately deseribed by first | First order system (Step) responze: can be either Natural growth: off=1-+"", Natwral decay:
order differents typical les are: 1) Felocity of car on the road, 2) velogity of rotating =
system, 3)Electne systems where energy 15 ally stored m one 4L tble flwd

ﬂowmaplpe.,s)lmslcumtolofahnk Qﬂ'ﬁsmcuntolmagasmk

i

Assuming xit) is the controller owrput varisble, that could be, displacement, current , level, pressure, the
mathematical model of first order systems (differential eq. & transfer function models) can have the next form -

a-%r{fﬁbxm-c-u(ﬂ . General first ovder diff .

22X (5)+b-X ()me -Ufs) , Loplace trmgform The closed loop transfer function
Thsh:indgmﬂﬁnmﬁﬁmtnhsystm:hudhwhnsﬂufmmugmh
X{;)[ 5+1]-_L(5) G.(5) P -
TE) =8 iy v ] T R S Nl s o
i 146G, (£)H (=) 1
X +1]-—L' ) n
X&) ob K ) T T ”‘l " _| ; | g
G Tl Tl T i o = -
Performance Measures /Analysis & Evaluation
The first order system step response, is characterized ONLY by time constant, T, Example: Performance measures (Analysis & Evaluation of car cruise control system design
knowing the time constant of any first order system, designer can evaluate the response. Assuming, the mass of the car is M= 2000kg, B= 100Nsec/m and the Ed!gmp_m:_egfnmfmmﬂm
Il‘e""_ 1ng are the per of step response, that helps m analysis and engine, u= 1000N.
evaluation °fﬁI§t order system Applying Newton's law of motion, gives: "'-”_x‘@ o),
Mm)__fl‘ (4 bsaiute Stability nalysiz TVes/ No) The applied force, F =The reaction force of mass (Fy) + The reaction force @-.'..
a of damper (Fg). Frra—
Timeconstamt, T-——— .5 —(633%) or (6.79%)of 55 fO-uft) -F0+FO = M*a+Bol-cif () o
| poie| Rewriting the output in tems of output speed | Substituting M B, u, gives: —
003% of taly mme 5T 5 aad
; d d ]
Rt T, e 2197 Dot Mozires Wi ng-re) o 0Tl 10v-10007) e
1912 Ths:sﬂnmaﬂnmucalmohlufwmm,mdeRSleﬂ‘mntal
— equation. We can control the changs of output speed , bycnnh‘nﬂmgﬂnapphedmpntfnmf’

Taking Laplace transform, separating vanables , for the transfer fimcthion, gives:
. e 4 Lo
YO+ B)-cF) = GE) Fis) M:+B 2000 + 100

N U Standy state Mognitude
DCgan =45 = A G () -t R

input Megnitude Stability analysis: The pole is given by: -100/2000= -0.05 5, the system is with negative real part, the system
Stendy stare Meures 1s stable
Sup mput = E,, =1/1+K, M_m{ﬁanmm p bysi Myﬁs[stlugmurespomn_:_lgsis}
=) = lim ‘—01 é{)) .llmp imput = E, =1/K, Tims comstant, Te le'l DOS =20 NM--‘\;_EMU)-lW'ﬁ-m
Porah input = £, =LK, spstem peacher 00.3% of steady sime = 3.7 = 3920-100 5 @ t
o i)
Rise fime, Ty Loum sl 1 19727 21972 20= 43,944 £ S, ~1:G()
The transient response of the system mav be described in terms of twa factors: ST ek ' ' The system is stable, and very slow, reaches steady
) The swiftness of response, as Tepresented by the rise fime. Setiling time, T, =22 2 w3 12T =3912-20= 76245 state after =100 5, a control system is required 1o
B) The clasanass gf the responsa to the desired response, as represented by the setding fime. | pule | spesd up response (reduce T, Ty) and reduce Exs
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Table 3b. 11 order systems modelling, response analysis, Performance measures and general forms of transfer
function G(s).

Id'..- allllng ol )

Modeling-Response analysis & Eval of SECOND order svstems (withont zeros) & systems approximated as IT order
Modeling of second order systems: Dhynamics of many systems can be -i—' Second order svstem (Step) response of stable systsm can have any af the FOUR response forms, shown in
approximately described by second order differenfial equations, typical table below. This table shows The relations between Damping ratio (Z), Pole: (roots) location and
examples are: 1) Position of car on the road, 2)Motion control systems, 3) response Form. and Properties.
Stabilization of satellites, 4) Electric systems “where energy is stored in twc Fesponse form Example Type (nature) of roots | Properties of rezponse
alu:::ls 5) Levels in two connected tanks, §) Pressure in two comnected B e i meﬁ ‘The tramsient response is dmple
vas: Liy =0} Mt - (o, | imaginary poles, wi harmanic undamped-susigmed
2 v dr) e i) —dul) . Generd secand order di i | Undamsed . o real part. (e on | G ever damgs au,
aoarl)rb o r@cs@)=du) . second order diff eg - . mamuxgm?m) BV | (i g sing e o
453 (5) 485X (5)4¢ X (5)md -U(5) Lapiare tramsform < | O WF,-tja, ampliude).
X () +bs+c]=d Uls) i - Complex-conjugate The transient response s a
. ™ " n _.. - poles , with negative real 7 i
G X 4 (d/a) | part, given by: combined with an
N ) oF ! ! . (o L . ﬁ 2 1) i i
UG mete Sebimsee il Imlullu:lld 2y ol -1 | By =—fm Tjagl-8 ( with overs mm::’m
Performance Measures /Analysis & Evaluati BALLLE S
The second order system step iz ch terized by d: ratio and t . (EH § RHJMI;;‘M o Themem:spmreu
t ik 2, | megative poles, given withont gvershoot, it is
undamped natural frequency. hmmnghoﬂ:,dslgu’manalyzemdnﬂuahﬂm . B.=—fa o exi o
response of any 1T order system withowut zeros or d as such. (the perf: ] e 12 1 !—m« ard ;
mezsures of step response of sacond order system are given next): woie) 2ap T apfe) =1 ‘and overdamped responses
A bsaluse Siabibry amalysts T¥oa! NaT: Poles,,_,, = A0 —4a0 fﬂ’"““‘. —tm, % fa i ki
i . 5 W , L] Rﬂﬁfmﬂw Them:na:;spm B )
S . - M=y 0 | roots given by Siugyis! response; it
For all systanss & WITH Zaros, Fhom gysiem parmeicrs, s> Wa B | o et o, = fi-F PR Y 1) - [ .mr is & decaying exponental
: i"'-'F""'""‘“ Fa i I Overdamged — 12 LI, withour overshoor and
e - ° . . LR [t} #apir) +apin=1 without pscillation.
Performonee meanmes for rasponse (04 2 <TLONLY for I onder systems WITHOUT sems, ru W i
- 1 i e+ G =G
Tima comatant, T'H" The closed loop transfer function
993% of meady sae =3T 5 R The standard general form of second order system closed loop transfer function is given below Using this dosed
s ame, T, | SLEEEDE cren Tronsient mezres | |1 loop transfer function (WITHOUT zeres), we can Find closed loop {and e, , also design conirol systems to meet
o e ¢ Geidid B AN Mmﬂgc:;m s .
Poak tme, 7 == £<0. o 1) ¥
sime, T, P ey L ()} i viRY 1+G, (H () —
y . + h v Ry : 5
Setrling dme, T, l,.-;w.--tT i o ) o _
- 5+ (2em ) + )
M overshoot, M, =o__ (1)-c_ [=]-c#

“Svstem approximation: Done by locating pole(s) nearest to imaginary axis ar from
desired specification (05%5,T.Ts) find desired {and e, or T and substitute in

£ = ool

Fercent vershoot 05 % = MP -100.%-1110
P
~In{%05 (100}

[ 1o (%o /100)

Anding & from given 05% . &=

x 1x

Minima Time, T, = u_.,ﬁ—_:’ =

standard closed transfer fimetion

Second order systems Dominant poles: are given by 7, - —e;, t.fﬁl'ﬁ —&

First order systems Dominant pole is given by: F=1/T

=)

Ess , input R(s) & System type:
Smap L 1 K, ml i)

Processes with time delay(e-~),

i

-

FOPDT/SOPDT :
The decay ratio [, = e JT Tﬁ'el Step | Ramp | Para,
shge) [P = BRI
E, =e(=)=liz '°1+f‘¢:} :.'aup input Lo F ]
[ b input = E o0 | ¥ Gis) =

.
] — 2'
Q) e

Table 3c. The nature of second order system poles (roots) and the effect of changing damping and undamped
natural frequency on systems response.

Table : The natures o

is given by Eq.(2): Where :a, b, and ¢ are the plant's parameters (e.g MK B. R L.C. ..

oles (roots) of the characteristic equation, their Discriminant, (conditions), general solution and corresponding response

The characteristic equation of Il order system has the general form given by Eq.(1). Poles (Roots) can be found by factoring or by the use of the quadratic formula that
). The part (b°- 4ac) is called the discriminant, A=b"- dac

—bEgbi-dac  -biafA
Afs)=as’ +hs=e @ H_.P2=J7= B @
2a 2a
Nature of poles (roots) Discriminant General Solution Response tvpes
— X - <E .0Ov
Real and distinct roots, Fy. Py Bl e dac=0 y= AP+ B 1<Z . Overdamped
Beal and equal roots, P1=F, b —4dac=0 y=¢& (4 +Bi) Z=1, Critically damped
Complex conjugate roots Pla=ua=jo b= dac<0 ¥ = &"(4 cos wt + B sin of) 0<z<1 Und g

Table :

1) By

fpring-Mass-Damper Jystem Response

Effect of increasingDecreasing damping ratio and undamped natural frequency upon response

increasing the damping ratio, fiom zero toward one: The response become more decaying exponential (less overshoot), combined with an escillatory.
2) By more increasing the damping ratio, toward one {and more than one) The response become with less overshoot up to no overshoot

uset-Lto Sitd far vt z83 CustitLaon Secater varions Omes,
- - - - - r —
e JE——
2 D Decreased
— sl Darpisg
it —— a3
e .
R ——
Al e ‘_/—L
=ea=ll§ 7 o = =
2 = — st s —
3 ——— =ag iw
Fu el i JE———]
—— sl i 5
\ ——— smazl —— e
o \ R ——— g
. ezl d ——— g
— =l smega e
—— oracls !
LH omega, 5
— e
. . . . . P S
(L] 1 1s 2 2s ] o 3 & s 1] T L] ] i
nemalid ine emega,’ (3ec) Tire (362
Step responses for varfous 0= £ =1.5 with const. =10 Step response for varfons oy with constant £ =0.2.
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Table 4. The steady state error dependence on input signal and system type.

The relations between steady state error Ey, Reference input signal B(s) and system Type Dr. Farhan 4. Salem
The standard measure of performance accuracy is steady state errar Eg_ it can only have three possible values: a) Zero, b) non-zero (finite number) , ¢} infinity.
¥ Steady-state error can be found in terms of open Ioop transfer function Gu(s) or closed loop transfer function T(5). We find more insight for analysis and design
by expressing the steady-state error in terms of open loop transfer function Goys) with unity feedback, rather than closed loop transfer function Ti5).
¥ The steady state error is found at time at which system reached the steady-state e.g. greater that 5T . but for more accurate results, we can assume that time
become very large, that is infinity(t =co), applying final valie theorem, we can obtain the value of the steady state error.
¥ The steady state error depends on : aj The type of input signal R{s) and , bj Type of the system ( this is shown in below table)
v In terms of gpen logp transfer function Go(s) nnity feedback, Ey is given by Eq.(1), while in terms of closed logp transfer function Tjs), Ey is given by Eq.(2).
LOEY B ) iy
o(0) = E(0) = tim ) Q) | ¢ @=EQ=ImRO[-TE] @ - LA
fr-W1+G(s) ) =
i) Vi), Chsed bosp ) G wieh wity Toadlaack
Sys. Type Examples Step (peosition) input Ramp (Velocity) input | Parabolic ( dccel.) input | Ess . input R(s) & Svstem tvpe:
“R) | Step | Ramp | Para,
- Tipe,
E; = Finite number Ey=w= Es;=w» i F - -
I ot ol o = ot
6()=———— 1 [ F e
(s +2)0.2st]) =4 1 0 0 F
Typezero | o\ 18 |
system ° 5+3) T o Static error constants.
—_ Step Ens £l - 1 E, -1-EmGi)
55 |y = m E
FampEn : 1 E ~lmsG)
G6)= [ E; =10 E;; = Finite number . ”_f '
Type One | sls+ D+ +1+]) [ @@ "':‘ A=A v, Farabolic Ess z T [E =limsGe)
system - 18 y 4 j‘ 55 | = K_, bt
s(s+3) - - T
Test input reference signals
& =0 Test Input signal Shape
Step (Postdon) input R
' s i = A s
Riz)=Ak
18(s+6) Eyx =10 Ey =10 u i
T i S T n
Type o | M T [ ww o ooy /
system A Rls o s : -
66 )_K[H_n) - mebnllc(ilcs-]mpu( ]_/))
€=0 " S
¢
steady-state ermor

Table 5a. Control systems/algorithms transfer function, actions, selection criteria.

Controller's mathematical Models and transfer functions: (Control algorithms)

Propartional Contral - (1) =E,e(t) = U (s) - E(s)E, =~.G,(s_|-£|(ﬁ-1£,

Derivative Comtrol : u(t)-K —lLL=U|{!I—§E|{EIK =G, (s) 1A o

Intezral Conral -u )~ K, [2(t) = U(s)- K, lg (5) =G,z
— ’ . 5 L
(s) (150 1 T T,s
ED-Comtrol, Gy, (s)=K +E s =K |s+25 =K (s +Z,; | =K, (1+T5) =K 1+ -E (+—nf
FD + Goe)=K, +Ki =K, | KnJ (6420, (14T K, Qe g 2 - K Qo)
1 K, Eg+K K’|i+§_| Es+Zy) _ (. 1Y _ [Ts+1
PI-Conmol, Gy (5) =K, +—La—t L Re) B i) g frel g 18 |
EL v 1%) s s s " Ts)] M Ts )
KK
K |::'+—’s+—'] .
5 leEs+E, 0| K, E|| E,(s+Z,)s+Z,
PID—Contl, G, .{, |-, +L_-+;:n_. Ky e Ko+, n Ko | Ei(s+Z,)(s+25)
5 = -
[FTs® 47,541
I 5 |_ r‘n;r—'l'”w:hwwlﬁmr.-f:—', S—_ .T.j-%
s J 5 time,

v

| Fachan A Salem
Controller (4lgorithm) action and selection criteria

T 7 T, E,.

Tl
Change

Notes/During desizn
1) Inproves transient and

Decrsase, but
never

| =

Raducs | Reduce

Faduce

Tnmsase

Tncresse

Incresse.

=TS I I

olimsinate
Flimizats
Speall Change
‘sliminatas
Feduces
Raducs
Raducs

HRHREY

[mcrsase
Raducs
[zerase
Imcrsase
Raducz
Raducz

mmass
Inasase
Raducs
Raducs

both T; & 05%

Compensator's transfer functions :

f ]
R.’,+R.’_,P
$+P

P K (s+P)+E P (K, +E P)s+EFP N
+P 1+P 1+F (E, +EoP)

=E +EF ma‘z-

G () 2 G (1) =K, + Ky

E _ +Z

Let K, £ i - =6()-£,2Z Al oL
[ [Z1< |Pl=lead compawsaror .(Z closer to ovigin than F) Both P&Z cloze to the origin
| ¥ 1Z1 > |P| = lag compemsator, (P closer 19 ovigin than ). ] i

{ A =1
Grna5)-E f’j:—;:i]‘ B>Z,5Z,5E 50, ZZ,-B3
<@l
s>l

Jead compenzaor
Jogg compenaor

Effect of Pole-Zero addition on
oy KK,

Ome Fale at arigin. p, .0

One Zero mlaggition |

ED- Z, =K, /K,

TWOZasa z,, K, /K, &

e = VK
One Fole at arigm, P,

)

‘One Pole and One Zero

werall ]'ESEI)]IS?

‘Pole addition will tend to shift root kocus fo the right
(roward imaginary axis) of s-plane, resulting in-
system becomes more oscillatory decraasing stabdlity,
(slower overall respomse incressimg T, . T, T, )

Zero addifion will tend to shiff root bocus to the Jeft

PL

FID-

creasing
=0 stability, faster osm]llspm ( Decreasesy,
T,.T,)

Zeros addition on right half of =-plane: slows
Tesponse & system exhibits fmverse Tesponse

TWO Poles and TWO Zamos

PID-modes in feedback loop & implementing controllers using Passive components:
i ol

Ris) + ¢~
=

Root locus : rules for sketching

1) Find donxinan: pole for desired response
Z)Fmdmmhrefpolammdm(ZJMopenlmpG(s) &
plot pole-zero disgram.

3) Identify locus Branches = mmhelnfTr&)m]E ar, =P-Z

) Tdentify locus tered at
mMﬁmﬂl@wﬂg(ﬁerﬁ]maaﬂmpm&swso

5) Compute snzles of deparmre from pole & angles of amivals.
) Braches on the real axis: exists to the lgft of an odkf number of
finite P and'or

7) Find the breakaway/Break-in points (if any) , differentiate
(EiG5)Hy3) = 1) with respect to 5 and find its eptimal values

8) Find Imaginary s crossings (if amy), apply Rowth-Hoarwits
criterion, 8) sketch root locus plot, by conmecting all thess points.

m.mg;gn-_";TL_
W FI-INof 2]
f, =TL2 -FLP-18
§, = ELP-TF L2180
1) a point in the s-plane is on
ihe root locus for a particular
value of gain. K if
FLE -TFLP m{Te+IEr
) Gain E at that point by
Magninide criterion:

g - [Pk kgt

T1Zeree lengthe
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Table 5b. Control algorithm design via root locus.
2. Farhan A. Satem| Root locus technique for control system/algorithm design

Ficins
When the process (plant) to be conmolled, Giz). is fived (parameters can NOT be changed) tut Conmoller gains K, are variable and can be selected desizmed to meet specifications.
The open-loap rangfer fanction of the system shown is given by G, (5)=EG(sHH(s) Desigmable  Fived Plaxs

The closed loop rangfer finction is given by:

The characteristic equation (r.a.) &= 1+ RGEHE -1+ EE@_D o D(s)+KN(s)=0

Definition:- ﬁsgam[ﬂnng!. sodoloc:nonsufdnsul]ocppoles(l& zxosorfc&) anlw:lll}' lh!lomslsth.m:gﬁ%mdwcamﬂpmsnmb‘ the closed-loop poles as gain, K. is varied from zero to infinity.
Controller B point along danping frequen gain, K can be calenlated and implemented in the controller. Fules for sketching the
]ncmnfd:z.epﬂ]es ﬂulK:O—«x(Le K,’O} are given in table below. )

Real power of Root locus lies in its ability to provide solutions for systems of order hisher than second order. where:
1) For Analyszis and design for stability -The root locus gives & graphical representation of a system's swbility, where we can see:

a) Ramges of saabilicy. !
b) Ranges af instabiliny, and = 1 il
©) The conditions that cause a system o bresk into escillafon. J
2) For Analysis and design for fransient response specifications: lecus can be used to describe qualitatively the performance of a system as variows paramenars are changed.
2) The efect of varying gain upon percent overshoot PO%, settling time T, and peak time Tp. can be dearly displaved. The qualitative description can then be verified |
with quansitative snalysis. ! '

b) The root locus can be used to design for the damping ratie £ and narural frequency e, of 2 feedback system, where as shown on Figure:
1) Lines of constanr damping ravio £, can be drawn radially from the arigin.
¥ Al roots on the line drman a long the damping ratio ANGLE [ine have the same overshoof © [ coss | 8= cos'C
21 choubmrfnammiﬁ'!qmq e, can be drawm as ares whose center points comcide with the origm.
it d namral i, I the i of the complax roost, which is the distamce of the root fom the origin in the s-plane. (Or, you can interpret that as the length of the vector from the

m:lgmrodlepw -
+ %Hmlsmd:emd.eshw’nmhgme(unmenghl) have the same undamped natural frequency
the root locus that coimcides with a desired damping rano £ and undamped namral HENEY

Bules (steps) for sketching Root locus:

1) Find i poles from desired response specification. 11) Find the breakaway/Break-in points (i av) -_Each break peint is a point where a double or higher crdar
T) Find open and closed loop Iz mansfer fumctons. (real and equal repeated poles) root exdses for some value of K (eritically domped response)
) Find number of poles (F) and zeros (Z) of open loop E*G{s)H(s). ‘/ Breal-in points exist between two zeros (focns breaks in where the gain iz minimum)
v There are as many closed loop poles as there are open loop poles . ~  Breakaway points exist betwesn two poles (locns breaks away whare the gain is mudmum)
¥ I poler > zevos, then the mmber of are zeres at infinity = Poler - Zeros ~ Differentiste (EGi5iHiz) =- 1) with respect to 7 and find it opsimal vahiss:
v The root loous starts at the open loop pole (when K=0) and ends at the open loop zero (when HED ()M (ED{E)=00
E—=).
4) Plot the Pole-Zero Diagram; Place the gpen loop poles and zeros on the complex plane 12) Find Imaginary axis crossings (if any): Apply Routh-Hourwits criterion,
5) Tdentify locus Branches- a)  Ukine the closed loop Ty5): Comstruict Routh table, Find gain values that result in row of zeros,
Mimmber of Branches = mmber of closed loop I7z) pales, (one Bramch for each closed leop pold), or, Form the mocliary equarion, Find its roors, these are imaginary s crossing.
Hummber of the branches = the order qf the characteriziic eguation. b} The value of e» at the Imaginary axds crossing yields the frequency of escilladion,
) Braches on the real axis/eir crozsings | root loos exdsts to the lgft of an add mumiber of finite Pand £ ©)  The gain at the fmaginary s crossing ., jea, vields the mavimum positve gain for swstem stabilin
T) Starting and Ending Points: locus starts (=) at open loop poles, md ends (K—<c) at open loop Zeros.
8) Identify locus asymptotes: (The asymprones tell us how we ger fo zaros ar ifinin/). 12) Sketch root locus plet, by connecting all caloulated above points.
Draw the ssymprotes centered at cevroid & at real axis and Jesving the real axis at asvmptote’s ansles @ | 14) A poin? in the s-plane iz o the root locus for a particalar value of gsin E if migle cringrion iz mer:
Camproid, a__y.» L pemee s pen e a3 . o ) Tt - Lb = (eI
o Fl-ivar 2] FoT 15) Finding the gain £ =t that point by Magninde criterion:
~ The zares ar infinity are at the ends of the agymptores. K 1 The product of POLE lengths  [JPOLE lengths
" The agmpiotes show which direction the roots move as the gain moves from zero (angles of |G(5:LH(5]| The product of ZERD lengths [1ZERQ lengths
departme, at the forward-loop poles) to infinity. P . o - . .
) On the complex plane (on the already dawn the pole/sero diagram), Draw the asymptotes centered at al IfL:it:ﬂman::mtpolemmmswrhsmm: then a simple gain adiusomens is all that is required
the centroid a, and leaving the real axis at angles asymptote angle, fa B Eud:;ﬁnm::;mielumsﬁormmemlm&n!cmtdeﬂ the syztem by simply
10) Compute angles of departure from: complex Pole & angles of arrivals at comples Zero ) etnzdemn E =
. - ¢} The selugon is: Reshaping root loous by sddition of poles and'or zeros (that is conmoller) to plant's Tansfar
fu =L LZ-F LP-180 b -Lsp-FLz-180 fimction such that the system has a root locus that goes through the desired Dominan: pole location.

Table 6a. Analysis and design in Frequency domain.

Introduction to Analysis and design in Frequency domain Dr. Farhan A. Salem

Frequency response methods developed by Nyquist and Bode i the 1930, are older than' and an alternztive to the root locus for analyming and desigming feedback confral systems. Tt iz the steady stare
response characteristics of the "v'bemwhansu&jsﬂ‘ to sinusoidal inputs. Where the imput sme wave 15 vaned over a g;n'en range of frequencies (0 and =), the output wall be sme wave, but wath different

amplitude A, and phase . By measunng the output amplituds and phass of a system over the range, a parficular version of the dynamme response 15 bult: ©= asinot ¥= Bsinfat+dQy

Simusoidal input of the form:  x(t)—A sin () = Simusoidal outpwi (if the system is stable): ¥ (t)-B sin (ax + %) -

where B = |G{j @) and F=LG(ja) r;}\./ ;:,\_,-’
The frequency transfer: The frequency-domain analysis of the closed-loop system can be conducted from the domain plots of G{s) by sething { 5 =jes). The fimetion G{jes) 15 2 complex
and can be written as below, where |(jes)| is the magnitude of complex Gfjes), and ~ G{ja) 15 the phase angle. fimetion orfﬂ:le frequency e, and is 2 mmplsr number, with real and imaginary parts

__ GUa
w.,.—GUW)HU@) B T(ja)= m . GUHG( &) | LG(@) uj:mml Aiina

Graphieal representations and analysis tools (Plotting the frequency response) : there are three graphical tools: Bode plots |, Nyquist . O e <R (e 8
dizgram and Michols charts, All methods display the same mformation, the difference lies m the way the mformation 15 presented. If G5) 15 the open //\ /\
loap transfer finction of 2 system and e 15 the frequency vector, we then plor Gifies) versus e : a)  Create z vector of frequencies varying between zero

and infinity and. b) Conpate the value of the plant tansfer fimetion magnimude (JG{a)| Jand phase £ G{jo) at those fraquencies. ¢) Select the
mraphical representations tool and plot it (2 g Bode, Myquist and Michels). d) Since the frequency transfer fimction Gifea) 15 3 complex number, we can
plot both its magmitude [G{je)| amd phases(G{je) agamst frequency (Bode plots) or its position m the complex plane (the MNyquist plet), as well as

i

Nichols diagram el
Bode plots: Two separate sraphs of open loop transfer fimction: Nyquist plot: is a semizraphical plot of open loop G(s), magnitude and phase pasitions in the conplex
a) First plot of apen loop magmitude, log |Gifes)| versus log o frequency. pl.me when frequency e iz vaned (The real part of the mramgfer fimetion 15 plotted on the T2 and the
b) The otheris plnt of epen loop phase ((_G(jm) versus log o frequency. m:lazlnar‘ pat hplo‘l‘h&dmlh& ¥ aas). Myqust plot 15 used to deternune the stability of a close loap system
Bode's stabilitv criterion: The closed-loop system 15 stable, if the P of | by mv the properties of the apen loop frequency-domain plot
the apen loap system has a gain less than unisy (0 dB) when the phase is - -180°. The \\1]mst s Stability Criterion savs: The elosed loop system is marginally stable, if the Nyqmst curve
The system 15 stable if magnitude G{jea) =0 dB, when the phase Gijea)==I30 DfﬂEMgoEﬂnwgﬁ(wm)&emmcalpomtuf( 1, 0), Or for stability, 'a zero encirclements of
¥ The magnitude response in decibels dB, is givenby: 1, =20log,, |G (jad)|» (=1, 0. For stability, system needs both PM = 0, GM =0
v A decibel or B is 1/10 of 2 bel Fhasze and gain stability margin: and gain and phaze-croszovers from the Nyquist disgram:
¥ Gain margin: Jn order for the gain margin to exist, the Nyquist dizgram must cross (intevsecy) real axis.

¥ Bode magnitude plot starts at the low-frequency gaim of Cpen loop GizIH(z), that 1z

Sound by zettmz = fo zere. The phase plot begins at 0° The gain margm; 15 the merease in the system gain when phase = —180° that will result i 2 margmally
v Thelow & and hish & 3 PR Break & stable system with intersection of the — 1 + j0 pomt. How mmch desizner can change the gam before the
ﬁ'eque?rw}') - - ¥ Fsymptotes tersect at ¥ (comer system become unstable? Change means Multiplication, that 15 what multiply mﬂlhansferﬁmc’hmg;m,
Magnitude plot: The value &3 = 0is infinitaly £ to the left of the bode plot. The value of will result m miersection of the Nyquist plo‘rmﬁpmm( 1, 0). This moultplier 15 the gam margin. Find the
the zlope of the line af ¢ = 0 is (dB/Decade. mrameptpmm@qu}qlmtduglzmnﬁhrEalm_ﬂleng;mmgm(%{)hgn‘enb}r
Curves that turn up or down: a) Curves that GM-Va , —a*E--l=F L
a

tumn up or down are drawn for sach comer |
break) fir iated with the locati ¥ Phase margin: T order for phaze margin to exist, the Nyguist
ufg\mpolps andg\'el} zeros b) From each diagram must cross wnity dr_d'e. At pou.ur f—J'._G), where the zain _is Ly} /
pole’s brazk point, the slape of the graph unity or zere decibel (curve infersects wuty cucle) if a phase shuft
decreases by 20dB/Decade { graph to arm up). o of a degrees acowrs, the system becomes unstzble )
From each zeve break pomnt the slops of the f V Phw—c@sm'er 15 2 point at which the plot intersects the negative
graph increases by 2048/ Decads ( graphtomm | | real axs (where 2G(j ) =180°).

down).d) squared (second-order) terms would i ¥ Gain-crossover is a point at which the magnitude of | Gjes) =1 "-""_ A, /

have a slope of +/- 40dB/decade , 5o as, Double, ] ¥ The Nyqust enitenion can tell us how many closed loop poles arem Gain / - -
triple, or higher amounts of repeat poles and zeros affect fhe gain by mmltplicative the right halfplme, but does mot give the exact location of the T
amounts. characteristic equation roots.

Phasze plot: a) for positrve system gain; stranght line wath zero slope at -180 degrees, B) ¥ If the Myqust plot d'f intersect borh negative real axiz, and umty curcle this means: PM=0 and GM==dB.
For every zero, curve slopes up slopes at 45 degrees per decade when 0= 2710, that 15 | ¥ If the Wyqust plot intersect real axis, at pomt (-1,0), this means PM=1 and GM = 0 dB{cnnically stable)
decade before the brezk frequency, ¢f For every pole, the curve slopes dovwn at 45 degrees | If the Nyquist plot encloses pomt (-1.0), ﬂn_.nnan: PM=1 and GM = () dB:(un stahle

per decade when 0= P/10 that 15 | decade before the break + The use of Nyquist plots 1 more commen in mulfiloap or multivariable analyses
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Table 6b. Analysis and design in Frequency domain.

Frequency-Domain Analysis; Performance Specifications: Correlation berween time and frequency domain specifications{ Jaj
The usefnlness dhmmmm&mﬂ&mdmnhamﬂmmwﬁmnnhﬂmhmmihmh ¥ secomd-grier pair af comgplex pades For
Limgar, Sme-imariane, Mwmhmaﬂmmwdmmmmmmhmm:mmﬁEmtn_fgmnﬂMnspﬂmﬂ:
a o

T - -
Feliasral (jol +Xoljo)+a’ 1+_;2§"m.|:| I=lela T 1

Alargin ud.-r‘hmashrrnmc'h.mxmhwmam Iz comtzol destgm, the boendary is instability How much desdizmer can change ti gal.n.mr_ﬂm.' betome TR SYham become anstabl. Tll'u
quantities thar measure che sanbnlyy of 2 systum ars the Gain a=d Phase marpins.

. e
Geain margin (GAl) - Is the amomnt of Additioml gain expeessad n deaciiels (), that can be allowed (reqezed at -1 30" of phase thift o
ncmaein the forwerd loep nrsm KiHjw), i closed logp system seaches instabiliny.] Chanpe means Mulnplicedor, thar [ whar sadipdier
withe transies fanceion pain, smiripbier [s e gaiy sargin)

Phaze marzin (PAL): Ihndnngumm—bqphxn.h:ﬁ:mqmndatm\gmlrm’#‘bembﬂmdnud—.[upr_r:mmﬂhﬂh&dmguh I
wich the phase of forward losp systam K3 o ) exceeds -150 - -
+ mmmﬁmmhpnm&nmmm *,
< The idpher phase margin, the larger the dempimg ratie, which implics the smaller the overshoer. T _— e,
+  For 0EL=006: PA and § are mlxed approseesancly by 2 sraighe ling 2 gioea by equation. on the right:
+ Sympem sgabifing i i qnw..‘ﬂ.-s—rummg phaie anad gt wewgpies. Lower ussful min end plovse zomging ; GM =13, FM =30
Gain-Cressover Point is the point at which the p.nmmlhﬂ ol b f asvivy g@in, (G el =1)
Gain-crezover frequency a,  The Soquncy whare the ampliteds oo crodses e 0df (The Squency 2 tho Gin-CIossover poiat |
< Increaring the gan crossover will increane the handeldth , meultngin Gerer tramsient Fesporse . (s the bandwidth moresses, Se
wine e of the shap response of the mystem willl decrease). P JIF
Phase-Crozsever Point: is the point 2t winich the phase aree crosses & -180° lme | 2Ejei=-1807)

Phase-cressover frequency o, : The fequency where pless cme gresses -150° poins (The Sequency at the phase-orossover point) . [ —T
+" For pzmy control problaes:, thers is ealv 2 simsle oo Soquancies, oy, & Bt oreitpls vaites can ocox ! IFT

N i s, | T

Rﬁum.lP‘ﬂl:lI. (o, M’.‘ also called if i the moocirmens vabog of M), with m to Sequency @, it oocas 2t tho Resonan F and i given by baloar

lll..amhlzs'n—nbmrm ]n;]n'M L'Inpmwﬂnnltw wahiliny) Al et "’F‘m“’- S =

1/ mmtpwbumu wnlly obtained i the valm of M, should be within e ramge 10 = i = .I-rr]m:s-"ﬂ-ﬂﬂ A, = & d5) which II
comusponds to an effctive dmping ratic of (04 = 6= 0.7), Ad- L3 & ol med a Evabatwren andrﬂmwm T ] |

<+ Fde rkmis whjeckd o noks sigmls whose Emmnmhmmﬁqm:.u_hmﬂlhmh&dmhmnﬂmﬂm L

. warios protlems. W | |
‘Bescnant ook v, s 2 finction of the dompirey rario { onby; : M - N 1%
2} The given equiion for | = 0.707 = :,.-\n-;'- T
by Far D= 007, M, =, oo, = ), amd haere I3 80 Fesowant . i o0 p BT
t;w.tﬁ.\.:ﬂ ML s dnyinine pe S mafi-i 50 g
d) As C incrsaes, Crvenbioot Secreanss and M, decmsaser. ( 2 Loge M, comesponds 1o a Levpe mainaim evershoot) i showe ke graphs on the siglt dawm (M, e -:h%.lg: A, wersus

Wik £ 33 e m.ﬂn1mumm;mﬂ.1hwhncd’\{.msnhwny

gmm or = 0707, &) Whan e =- 1, '\{Um}umﬁmmnﬂ.ﬂndnﬂdh@psﬂmumﬁmﬂtm

Eesonant Frequency o, (or, o) s the feqnancy at which the peak resomance, b, ocoars, and & gven by up Equation: o r
+ Indicative [orirerion]) of the speed of the Tamsient response. (The larper the vahs of o, the Sute the tme mspozse ). &
+  Rascnant Frequancy is a fincticm of both { and o, For {=10.707, whare: =
Far { = 0.707, Revomemt Frogaency o, =1 thre i 2o rescmant peak —_— -
Wiem S demping sork { approaches zarm, the resomant Fequancy o, appreachss undemped noseral fregancy o,
+  Since the values cfM, I:.d.u.mhmnl:.mn‘nd.maphr.md 'mnm.ﬂ:q. mmnm&mmmwmmmﬁm
e i botieen tis g o

Table 7a. The modern State space (variable) approach.

ol DLz sk o] The modern State space (variable) approach Dr. Farhan A Salem

The state of a system is a set of variables whose values. together with the inpur signals and the sguations describing the dymamics. will provide the funire state and output of the system.

Advantages: 1) Represent nonli systene, 1) Handle, systems with non zeve initial conditions, 3) Time varying systems,4) Mulripls inputs and multiple outputs systems (MIMG), 3) model and
manipulate systems that cannot be ad.equavzly dumbedmmzﬂ:g Laplace Transform

In state space, the response of 2 system 15 described by a ser of firs-order differential equations wiitten in terms of the state variables (%, x2...%,) and the npues (i), us,..., U such that the indtial
values x(t;) of this set and the system inputs 1t} are syfficient to describe uniquely the system’s funure response of t = t;.. That is te represent a system in state space, we decomposes a given second-
order or higher, differential equation into mulriple first-order equations, then analyzed in vector form. The state-zpace reprezentation (or state-vanable representation) commrizes the state diffarantial

equation and the output equation, grven by: I el mabls - || | : | || |
e L Ll i o s -
%'JX (¢) + Bufr) . Sime diffag. St g o ..r:.-.‘.ﬁr./” 1Ty LR e fhm e e e
it W ‘ ' =l o "
anumsten: it = Cifi+ Delt) - - -

¥(t) = cx(t) + Dulr) , Cutput eg

et

nm:-wl. vy o
Where: A- is the system matrix, and relates how the current state qffects the siate change, that is the funre stare, x'. B - is the input control matrit, ind determines how the gystem input qffects the
state change. C - 1s the output matrix (zensor manix) and determines the relationship between the system state and the pustem outpur. D - 15 the feed forward matrix { direct term) and allows for the
system input fo qffect the system output directly.

A proposed systematic procedure for developing state space representation Analysis and design in state space:
(for the case when ne dertvaiives with respect fo the input uit) ,are present! The transfer function matrix;
a) Represent the system in the form of differential equation. Relates the output vector Y(;) to the mput vector Uls), and is 1Em1ﬂzan s
FyE dyg d T .
0., 20 20 oy ) -9 65~
b) Let the coefficient of the highest order term ofd.lﬂiarennal equa.h.m:l 15 unity. Where: dat: mamxdmmm.‘ I's an n x n identity matrix, n ﬂle order of the system

¢) Selection of the state variables: 1) Prm@ the mmmber of state variable chosen to represent the system
should be ar small as pocsible. ) The minimum mumber qf state variables chozen equals to the order of | The characteristic equation is found by:

differential equation. 3) Choose the output, 3(2), and its (n - 1) derivatives as the state vanables. BE) (I -4+B)

d) Take derivatives of state variables Stability in state space (Eigenvalues _

€) Substitute state variables and coresponding denivatives; here note that by differenfiating both sides | the [] The poles are found from the common denonunator of the matrx (I —4) ™.
following is observed: x'; =x;andx; =x; andsoon, The Eigenvalues of the farem marrix A, are equal to the poles of the system’s transfer
f) Rearrange first mder equations and | substituting mrz.‘porudmz ones to replace the state variabler and f finetion | and ave found by - detis] —4)=0

substifutmng eros o replace the missing state vanables. Steady state error in state space (final valus theorem)

g) Represent these linear first order equations m vector-mantx form

b SR (] A
) Substitute in the state-space representation; the state differential equation and the output equation, lfl-?c]j(‘} ];JEAR“(’)D Cl-A)y"B]

Controller Design)

Select the state | Taking derivatives of selected | Rearranging first order eqs. and | a) If we feed back each of the state varisbles to summing junction, trough a gain, &, then there
vanables to be: ﬁuabl@.’». Nofice that: x'y=x: | substituting comresponding ones and zeros: would be n gains &, thar could be adjusted, to yield the required closed-loop pole valuss.
1) The feedback through the gains, &, is represented in below Figure by the feedback vector -E.
[ dx o wow o0 o ¢) based on this, Infroducing into the closed loop system, 2 mmber 1, of adjustable
.: ' : ' parameters, squals to the highest power of transfer fimetion/differential equation, and relare
= B, L, 0 o + W them to the system’s coefficients; all the poles of the closed-loop system can be st to amy
[ dezired location.
a0 T d) The state equations for the closed-loop system (below figure), can be written by to be as:
i) . [ 3 | B J— +
& B R T o %, +hu e "
- PETE—— - - " Ax + B(-Fx+ru=(A-BE)x+EBr
i a1 a4 B oA o .
H AR ‘ ;:‘ V) -
yult 00 o) v
i (v a1 0 e oa ! N
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Table 7b. Controller design in state space (variable) approach.

[l s gilase o] Controller Design via state space (Pole Placement)

Shortly: the philozophy 15 to pick the control gains such that the sigenvalues (poles) of the closed loop system match desired sigenvalues: If we know the locarions of desired closed loop poles, we can
Tnlt the charactenstic equation of desired system. then equate the coefficients of desired charactenstic equation with that we got from state space representation, a5 explaned below:

1} From desired performance specifications (05%, T. Ts, ...} find the desired closed loop poles (locasions).
1) If the system 15 third {or hizher) order; for third order, selact a third order pole, exther to eaneel the closed-loop zere, or near it
3) Bazed on determined poles (location) of the closed loop system; write the both desired closed loop transfer finction and charactanistic squation.
4) Reprezent the systems (plant) m state space (wnie state and output equations).
£) Represent the closad loop system in state space;
a) The state equation will have the formr %—A.K—B(I—X.K) — (A-BE)x+E

) Where K 15 cohunn vector with size Jm | meanwhle x 13 columm vector with size nx], and the resulted matre will be of 2x2 s1ze.
6) Find the charactenstic equation of the closed-loop system, by: B(z) = (] -4 +BK)|
7) Find the gains, ko kaks.. | by comparing the characteristic equation from step (6) and with desired in step (4) .
8) applying this method for systems higher that T and I order system | will be labonows, MATLAE cam be a good solurion, nsing bult-m finchon
place (R, E,5) . torehon the zams, where A B :are the svstem matnx. and mput control matix. meanwhils P: are the desed poles, defined as row
vector

Example : 2 system 15 represented by transfer ziven below, evaluare the cogfficients of the state feedback gains, much that the closed loop system will respond with critically damped response, and time
constant T= 0.5 second

3= ! il el A
0= ——
From desired response, the damping ratio 12 /=1, the undamped natural fraquency e, 15 caleulated from fime constant a5 shown next- u a : oyt ! c o
T= ! =S| =L=j Rad’s e e e
@ =7 A

The deswred closed loop poles (locations) are given by:
B =—im, Zjafl-& =12 T eI i
The dasired closed loop transfer finction and charactenishic squahion, are found by etther from caleulated poles by finding (s+2)(+2) or from standard general I order system transfer function form:
6262 | _
& l=  Bl)msiedsl
s+ (U )k +a] !
Representing the systems (plant) in state space, gives: .

L
e
3y =1 ﬂl[x /

Finding the charactenstic squaton of the closed-loop system, by expanding the next formmla: .

Cluret nog mapemse we_I= _isd

Lojfo 170, . s 1
B(s)= (s -4 +BE)| = |(5|:0 1:-._0 _1_.+[1_.["- EJl = (@K )=k,
NWow, Finding the gamns, k.5, k;... , by comparing both charactenstic squations: B - S
N . [44K,=42K,=0
S K, = s 4u—2:>.[ £

The Sumimk representation of the closed loop zystem and resulting response are shown m fizwe on the nght

IV. CONCLUSIONS

In this paper, are proposed and discussed, a proper for Mechatronics education, Control systems design
and analysis course detailed description, topics with specific learning objectives, prerequisites, administration,
simple but effective teaching approach supported by simple and easy to memorize education oriented steps and
tables, that integrate course outcomes, to solve control problems, all intended to support educators in teaching
process, help students in concepts understanding, maximum knowledge and skills transfer /gaining in solving
controller/algorithm selection and design problems as a stage of Mechatronics system design stages, and prepare
them for other further courses applied in Mechatronics curricula including; Mechatronics fundamentals,
Mechatronics systems design, Process control, Embedded systems design, Robotics, PLC, CNC and others.
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