
American Journal of Engineering Research (AJER)  2016 

        American Journal of Engineering Research (AJER) 

e-ISSN: 2320-0847  p-ISSN : 2320-0936 

Volume-5, Issue-10, pp-283-290 

www.ajer.org 

Research Paper                                                                                   Open Access 
 

 
w w w . a j e r . o r g  

 
Page 283 

 

Security in Multicasting System with Diversity Combining 

Techniques 
 

Rosni Sayed
1
, A. S. M. Badrudduza

 2
, Tonmoy Ghosh

3 

1,3
Electrical and Electronic Engineering Department, Pabna University of Science & Technology, Bangladesh. 
2
Department of Electrical and Electronic Engineering, Rajshahi University of Engineering & Technology, 

Bangladesh. 

 

ABSTRACT: This paper is concerned with a Rayleigh fading multicasting SIMO network, where a single 

source transmits to a group of users in the presence of an eavesdropper. We consider selection combining (SC) 

and maximal ratio combining (MRC) diversity techniques at the receivers and eavesdropper. We derive the 

closed-form analytical expressions for the probability of nonzero secrecy multicast capacity, and ergodic 

secrecy multicast capacity.  This analysis shows, how the channel diversity enhances security in multicast 

channels. We also present a comparison between SC and MRC diversity techniques to show which technique is 

better for secure wireless multicasting. 
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I. INTRODUCTION  
Security is an important issue in the multicasting wireless communication system, since the wireless 

medium is susceptible to eavesdropping and wireless multicasting networks are used to transmit personal and 

confidential information. Security enables the destined to successfully obtain the source information. On the 

other hand, channel diversity has been proved as an effective technique in wireless communication system to 

increase secrecy capacity. The theory of secrecy of communication systems was first developed by Shannon in 

[1].  

Several work have been done in this field. Recently, bounds on the secrecy capacity with SC and MRC 

diversity techniques was studied in [2] for Rayleigh fading channel. The authors showed that the reduction of 

secrecy capacity due to the lack of transmit signal power can be improved by exploiting diversity combining. In 

[3], authors quantified the loss of security due to the channel estimation error and showed, how the channel 

diversity overcomes that loss. In [4], authors studied the security of cognitive radio network using secure 

switch-and-stay combining (SSSC) techniques and showed that SSSC reduces the channel estimation 

complexity significantly. 

In this paper, we define the secrecy multicast capacity so that the eavesdropper can not be able to 

decode any information from the main channel (i.e., channel between transmitter and receiver). Then, we drive 

the closed-form analytical expressions for the probability of non-zero secrecy multicast capacity and ergodic 

secrecy capacity for with SC and MRC diversity techniques.  

The rest of the paper is organized as follows. The system model is discussed in section II.  Section III 

defines secrecy multicast capacity and section IV derives the Probability Density Function (PDF) of multicast 

capacity of the proposed system.  Closed-form expressions for the probability of non-zero secrecy multicast 

capacity and ergodic secrecy multicast capacity for multicasting are described in Sections V and VI, 

respectively. Section VII provides the numerical results. Finally, Section VIII draws the conclusion of this work. 

 

II. SYSTEM MODEL 
This paper is concerned with a multicasting scenario, where a source transmits a common stream of  

information to a group of M client receivers in the presence of an eavesdropper shown in Fig. 1.  Each client 

receiver and eavesdropper are equipped with nR and nE antennas, respectively. All the channels are considered 

as Rayleigh fading. Therefore, the  received signal at i
th 

receiver, where, i=1,2,….,M, is given by (1), that is: 

𝒚𝒎𝒊
 =  𝒉𝑖𝑥 +  𝒛𝑖                                                                                (1) 

Where  ℎ𝑖  denotes the direct channel coefficient between the source and the i
th

 receiver, x denotes the 

transmitted signal and  𝒛𝒊  ∼  𝒩 (0, 𝑁𝑚 0
𝐼𝑛 𝑅

) is the Gaussian noise, imposed on the i
th

 receiver. 𝒩 (0, 𝑁𝑚 0
𝐼𝑛 𝑅

) 
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means Gaussian distribution with zero mean and 𝑁𝑚 0
𝐼𝑛 𝑅

 variance, where 𝑁𝑚 0
 denotes the noise power of the i

th
 

receiver and 𝐼𝑛 𝑅
 is an identity matrix of 𝑛𝑅 × 𝑛𝑅.  

Again, the received signal at eavesdropper is shown in (2) and is given by: 

 

𝒚𝒆 =  𝒈𝑒𝑥 +  𝒛𝑒                                                                                (2) 

Where 𝒈𝑒  denotes the channel coefficient between the source and eavesdropper and  𝒛𝒆  ∼  𝒩 (0, 𝑁𝑒 0
𝐼𝑛 𝐸

) is the 

Gaussian noise, imposed on the receiver of eavesdropper. 𝒩  0, 𝑁𝑒 0
𝐼𝑛 𝐸

  means Gaussian distribution with zero 

mean and 𝑁𝑒 0
𝐼𝑛 𝐸

 variance, where 𝑁𝑒 0
 denotes the noise power of the receiver of eavesdropper and 𝐼𝑛 𝐸

 is an 

identity matrix of 𝑛𝐸 × 𝑛𝐸 .  

 
Fig.1: System Model 

 

III. MULTICAST SECRECY CAPACITY 
From (1), the received signal at the i

th 
receiver is given by: 

𝒚𝒎𝒊
 =  𝒉𝑖𝑥 +  𝒛𝑖  

Mutual information at 𝑖th
 receiver is given by (3), that is: 

𝐼 𝑥; 𝒚𝒎𝒊
 = ℎ 𝒚𝒎𝒊

 − ℎ 𝒛𝒊                                                                    (3) 

Here ℎ(. ) denotes entropy. Let the variance of x is given by 𝑄𝑥 = 𝔼  xx† = P, where 𝔼 .  and  .  †   denote the 

expectation and conjugate transpose operations, respectively. 

Now, co-variance of received signal can be derived as follows 

𝑹𝒚𝒎𝒊
     = 𝔼  𝒚𝒎𝒊

, 𝒚𝒎𝒊
+  

= 𝔼  𝒉𝑖𝑥 +  𝒛𝑖  𝒉𝑖𝑥 +  𝒛𝑖 
+  

= 𝔼{ 𝒉𝑖𝑥 +  𝒛𝑖 (𝑥+𝒉𝑖
+  +  𝒛𝑖

+)} 

= 𝔼 𝒉𝑖𝑥 𝑥+𝒉𝑖
+ + 𝒛𝑖𝒛𝑖

+  

= 𝒉𝑖𝔼(𝑥 𝑥+)𝒉𝑖
+ +  𝔼(𝒛𝑖𝒛𝑖

+) 

    = 𝒉𝑖𝑃𝒉𝑖
+ + 𝑁𝑚 𝑜

𝑰𝑛𝑅
                                                        

Similarly, covariance of noise signal is given by, 

  𝑹𝒛𝒊
=  𝔼 𝒛𝑖𝒛𝑖

+ = 𝑁𝑚 𝑜
𝑰𝑛 𝑅

 

Hence, the entropy of  𝒚𝒎𝒊
 is given by 

                                        ∴ ℎ 𝒚𝑚 𝑖
 =  log2 det  𝜋𝑒𝑅𝒚𝑚 𝑖

  = log2 𝑑𝑒𝑡[𝜋𝑒(𝒉𝑖𝑃𝒉𝑖
+ +  𝑁𝑚 𝑜

𝑰𝑛 𝑅
)]                      

Similarly, the entropy of 𝒛𝑖 is given by 

        ℎ(𝒛𝑖)  = log2 𝑑𝑒𝑡 𝜋𝑒𝑅𝒛𝑖
 = log2 𝑑𝑒𝑡 𝜋𝑒𝑁𝑚 𝑜

𝑰𝑛 𝑅
                           

  

Hence the mutual information at the i
th

 receiver is shown in (4) and is given by: 

 

𝐼 𝑥; 𝒚𝑚 𝑖
  = log2

det  𝜋𝑒 𝑅𝒚𝑚 𝑖
 

det  𝜋𝑒 𝑅𝒛𝑖 
                   

                                                  = log2

det[ 𝜋𝑒(𝒉𝑖𝑃𝒉𝑖
+ + 𝑁𝑚 𝑜

𝑰𝑛 𝑅
)]

det 𝑁𝑚 𝑜
𝑰𝑛𝑅
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                                                      = log2

det[𝒏𝑚 𝑜
(

 𝑃
𝑁𝑚 𝑜

||𝒉𝑖 ||
𝟐 +  𝑰𝑛 𝑅

)]

det 𝑁𝑚 𝑜
𝑰𝑛𝑅

 
 

                                                                = log2(1 +
𝑃

𝑁𝑚 𝑜

||𝒉𝑖 ||
𝟐)                                                          (4) 

Multicast capacity of 𝑖th
 receiver is given by (5), that is:  

      𝐶𝑚 = log2(1 +
𝑃

𝑁𝑚 𝑜

min
1<𝑖<𝑀

||𝒉𝑖||
𝟐) 

                                            = log2 1 + 𝜃1 min1≤𝑖≤𝑀 𝛾𝑚 𝑖
                                                                 (5) 

where,𝜃1 =
𝑃

𝑁𝑚 𝑜

 and min
1<𝑖<𝑀

𝛾𝑚 𝑖
 is the minimum instantaneous SNR among all the receivers. 

 

Here, from (2) the received signal at the eavesdropper is given by 

𝒚𝒆 =  𝒈𝑒𝑥 + 𝒛𝑒  

 

Similarly, the mutual information at the eavesdropper is: 

𝐼 𝑥; 𝒚𝒆 = ℎ 𝒚𝑒 − ℎ 𝒛𝑒                                                                          
 

Now, co-variance of received signal at the eavesdropper  is: 

𝑅𝑦𝑒
= 𝔼  𝑦𝑒 , 𝒚𝑒

+  

           = 𝔼  𝒈𝑒𝑥 +  𝒛𝑒  𝒈𝑒𝑥 +  𝒛𝑒 
+        

           = 𝔼{ 𝒈𝑒𝑥 +  𝒛𝑒 (𝑥+𝒈𝑒
+  +  𝒛𝑒

+)}  

           =  𝔼 𝒈𝑒𝑥 𝑥+𝒈𝑒
+ + 𝒛𝑒𝒛𝑒

+                

            = 𝒈𝑒𝔼 𝑥 𝑥+ 𝒈𝑒
+ +  𝔼(𝒛𝑒𝒛𝑒

+)                                                                                                                

                            = 𝒈𝑒𝑃𝒈𝑒
+ +  𝑁𝑒𝑜

𝑰𝑛 𝐸
                                                     

    

Similarly, covariance of noise signal is given by: 

𝑅𝒛𝑒
=  𝔼 𝒛𝑒𝒛𝑒

+ = 𝑁𝑒𝑜
𝑰𝑛 𝐸

 

 

Hence, the entropy of  𝒚𝑒  is given by: 

ℎ  𝒚𝑒𝑗
 =  log2 det 𝜋𝑒𝑅𝑦𝑒

  

         = log2 det[𝜋𝑒(𝒈𝑒𝑃𝒈𝑒
+ + 𝑁𝑒𝑜

𝑰𝑛 𝐸
 )]   

Similarly, the entropy of  𝑤𝑗  is given by 

    ℎ(𝒛𝑒)  = log2 𝑑𝑒𝑡(𝜋𝑒𝑅𝒛𝑒
) 

             = log2 det(𝜋𝑒𝑁𝑒𝑜
𝑰𝑛𝐸

)                           

Hence the mutual information at the eavesdropper is given by (6) and is given by: 

𝐼 𝑥; 𝒚𝑒    = log2

det 𝜋𝑒𝑅𝑦𝑒
 

det 𝜋𝑒𝑅𝒛𝑒
 
 

                                                 = log2

det[ 𝜋𝑒(𝒈𝑒𝑃𝒈𝑒
+ +  𝑁𝑒𝑜

𝑰𝑛 𝐸
  )]

det 𝜋𝑒𝑁𝑒𝑜
𝑰𝑛 𝐸

 
 

                                                  = log2

det[𝑁𝑒𝑜
(

 𝑃
𝑁𝑒𝑜

||𝒈𝑒 ||𝟐 +  𝑰𝑛 𝐸
)]

det 𝑁𝑒𝑜
𝑰𝑛 𝐸

 
 

                                                                                           = log2(1 +
𝑃

𝑁𝑒𝑜

||𝒈𝑒 ||𝟐)                                                             (6) 

Capacity of eavesdropper is given by (7) and that is:  

𝐶𝑒  = log2(1 +
𝑃

𝑁𝑒𝑜

||𝒈𝑒 ||𝟐) 

      = log2(1 + 𝜃2𝛾𝑒)                                                                                (7) 

where, 𝜃2 =
𝑃

𝑁𝑒𝑜

 and 𝛾𝑒  is the SNR of the eavesdropper channel. 

 

Under perfect secrecy, the secrecy multicast capacity with is given by (8): 

𝐶𝑠      = max
𝑓(𝑥)

(𝐶𝑚 − 𝐶𝑒)     
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                     = log2(1 + 𝜃1 min1≤𝑖≤𝑀 𝛾𝑚 𝑖
) − log2(1 + 𝜃2𝛾𝑒) 

  = log2[
1+𝜃1 min 1≤𝑖≤𝑀 𝛾𝑚 𝑖

1+𝜃2𝜸𝑒
]                                                         (8) 

 

IV. PDF OF CAPACITY 
 The Probability Density Function (PDF) of capacity is important parameter to justify a channel quality because 

it helps to determine the capacity which brings the most benefit. 

 

4.1 Maximal Ratio Combining  

The PDF of instantaneous received SNRs 𝛾𝑚 𝑖
 and 𝛾𝑒 at the MRC output of users and eavesdropper can be 

expressed in (9) and (10), respectively as [5]: 

                                                  𝑓𝛾𝑚
𝑀𝑅𝐶 𝛾𝑚 𝑖

 =
𝛾𝑚 𝑖

𝑛𝑅−1

 𝑛𝑅−1 !𝛾𝑚 𝑜

𝑛𝑅 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜                                                            (9) 

 

                                                   𝑓𝜸𝑒
𝑀𝑅𝐶 𝛾𝑒 =

𝜸𝑒
𝑛𝐸−1

 𝑛𝐸−1 !𝜸𝑒
𝑛𝐸

𝑒
−

𝜸𝑒
𝜸𝑒𝑜                                                         (10) 

Here, 𝛾𝑚 𝑜
 and 𝛾𝑒𝑜

 are average SNRs per symbol at user and eavesdropper, respectively. Distribution of the 

minimum SNR among all the users can be derived using (11) 

                         𝑓𝑑𝑚𝑖𝑛

𝑀𝑅𝐶 𝛾𝑚 𝑖
 = 𝑀𝑓𝛾𝑚

𝑀𝑅𝐶 𝛾𝑚 𝑖
  1 − 𝐹𝛾𝑚

𝑀𝑅𝐶 𝛾𝑚 𝑖
  

𝑀−1
                                          (11) 

The cumulative distribution function (CDF) of 𝛾𝑚 𝑖
 can be derived as 

𝐹𝛾𝑚
𝑀𝑅𝐶 𝛾𝑚 𝑖

 =  𝑓𝛾𝑚
𝑀𝑅𝐶 𝛾𝑚 𝑖

  𝑑𝛾𝑚 𝑖

𝛾𝑚 𝑖

0

 

        =  
𝛾𝑚 𝑖

𝑛𝑅−1

 𝑛𝑅−1 !𝛾𝑚 𝑜

𝑛𝑅 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  𝑑𝛾𝑚 𝑖

𝛾𝑚 𝑖
0

 

Using the identity of [6, eq. (3.351.1) & eq. (3.351.2)], 

                               𝑥𝑛𝑒−𝜇𝑥 𝑑𝑥
𝑢

0
=

𝑛 !

𝜇𝑛+1 − 𝑒−𝜇𝑢  
𝑛 !

𝑘 !

𝑢𝑘

𝜇𝑛−𝑘+1
𝑛
𝑘=0  =

𝑛 !

𝜇𝑛+1 − 𝜇−𝑛−1Γ 𝑛 + 1, 𝜇𝑢  

we have the final expression of CDF, shown in (12): 

𝐹𝛾𝑚
𝑀𝑅𝐶 𝛾𝑚 𝑖

       =
1

 𝑛𝑅 − 1 ! 𝛾𝑚𝑜

𝑛𝑅

 
 
 
 
 𝑛𝑅 − 1 !

 
1

𝛾𝑚 𝑜

 
𝑛𝑅

−  
1

𝛾𝑚 𝑖

 

−𝑛𝑅 1

 𝑛𝑅 − 1 !
Γ  𝑛𝑅 ,

𝛾𝑚 𝑖

𝛾𝑚 𝑜

 

 
 
 
 

 

                             = 1 −
Γ 𝑛𝑅 ,

𝛾𝑚 𝑖
𝛾𝑚 𝑜

 

 𝑛𝑅−1 !
                                                                                          (12) 

Using (9) and (12) into (11), we get 

𝑓𝑑𝑚𝑖𝑛

𝑀𝑅𝐶 𝛾𝑚 𝑖
 = 𝑀

𝛾𝑚 𝑖

𝑛𝑅−1

 𝑛𝑅 − 1 ! 𝛾𝑚𝑜

𝑛𝑅
𝑒

−
𝛾𝑚 𝑖
𝛾𝑚 𝑜  1 − (1 −

Γ  𝑛𝑅 ,
𝛾𝑚 𝑖

𝛾𝑚 𝑜

 

 𝑛𝑅 − 1 !
) 

𝑀−1

 

= 𝑀
𝛾𝑚 𝑖

𝑛𝑅−1

 𝑛𝑅 − 1 ! 𝛾𝑚𝑜

𝑛𝑅
𝑒

−
𝛾𝑚 𝑖
𝛾𝑚 𝑜  

Γ  𝑛𝑅 ,
𝛾𝑚 𝑖

𝛾𝑚 𝑜

 

 𝑛𝑅 − 1 !
 

𝑀−1

 

                                                       = 𝑀
𝛾𝑚 𝑖

𝑛𝑅−1

 𝑛𝑅−1 !𝑀𝛾𝑚 𝑜

𝑛𝑅 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  Γ  𝑛𝑅 ,

𝛾𝑚 𝑖

𝛾𝑚 𝑜

  
𝑀−1

                                                    (13) 

 

Proposition 4.1: 

Let the probability density function of x is denoted by f(x). Then the probability density function of 𝐶 =
log𝑒(1 + 𝜃𝑥) is given by, 

𝑞 𝑐 =
𝑒𝑐

𝜃
𝑓(

𝑒𝑐 − 1

𝜃
) 

Proof: 

We have, 𝐶 = log𝑒 (1 + 𝜃𝑥). The probability density function of  𝐶, can be written as, 

𝑞 𝑐 =  𝛿(𝐶 − log𝑒 1 + 𝜃𝑥 )𝑓(𝑥)𝑑𝑥 

The following mathematical facts have been used for this proof ; 
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i) 𝛿 𝑓 𝑥  =  
𝛿(𝑥−𝑥𝑙)

 
𝑑𝑓

𝑑𝑥
 
𝑥𝑙

𝑙 , where 𝑥𝑙  are the zeros of 𝑓(𝑥), i.e. 𝑓 𝑥𝑙 = 0; 

ii)  𝛿 𝑥 − 𝑥1 𝛿 𝑥 − 𝑥2 𝑑𝑥 = 𝛿 𝑥1 − 𝑥2 
𝑏

𝑎
 for 𝑎 < 𝑥1, 𝑥2 < 𝑏; and 

iii)  𝑓 𝑥 𝛿 𝑥 − 𝑥𝑜 𝑑𝑥
1

𝑉
=  

𝑓(𝑥𝑜), 𝑥𝑜𝜖 𝑉

0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

Assuming 𝜅 = 1 + 𝜃𝑥,  we have 𝑓 𝜅 = 𝐶 − log𝑒𝜅  and 𝑓 ′ 𝜅 = −
1

𝜅
. Now from 

𝑓 𝜅 = 0, 𝜅 = 𝑒𝐶𝑎𝑛𝑑 𝑓 ′ 𝑘 |𝜅=𝑒𝐶 = −
1

𝑒𝑐 . Using the above mathematical facts, we have  

𝑞 𝑐 =  𝑒𝐶 𝛿(1 + 𝜃𝑥 − 𝑒𝐶)𝑓(𝑥)𝑑𝑥 

= 𝑒𝑐  𝛿  𝜃  𝑥 −
𝑒𝐶 − 1

𝜃
  𝑓(𝑥)𝑑𝑥 

=
𝑒𝑐

𝜃
 𝛿  𝑥 −

𝑒𝐶 − 1

𝜃
 𝑓 𝑥 𝑑𝑥, 𝑆𝑖𝑛𝑐𝑒, 𝛿 𝑑𝑧 =

1

 𝑑 
𝛿(𝑧) 

=
𝑒𝑐

𝜃
𝑓  

𝑒𝐶 − 1

𝜃
 , 

Where, 𝛿(. ) is a delta function. 

Using proposition 4.1, the PDF of 𝐶𝑚 can be determined as shown in (14), that is: 

                              𝑞𝑀𝑅𝐶 𝐶𝑚   =
𝑒𝐶𝑚

𝜃1

𝑓𝑑𝑚𝑖𝑛

𝑀𝑅𝐶  
𝑒𝐶𝑚 − 1

𝜃1

  

                          =
𝑒𝐶𝑚

𝜃1

𝑀
 
𝑒𝐶𝑚 − 1

𝜃1
 

𝑛𝑅−1

 𝑛𝑅 − 1 !𝑀 𝛾𝑚𝑜

𝑛𝑅
= 𝑒𝐶𝑚 𝑀

 𝑒𝐶𝑚 − 1 𝑛𝑅−1

 𝑛𝑅 − 1 !𝑀 𝛾𝑚𝑜

𝑛𝑅
𝑒

−
𝑒𝐶𝑚 −1

𝛾𝑚 𝑜  Γ  𝑛𝑅 ,
𝑒𝐶𝑚 − 1

𝛾𝑚 𝑜

  

𝑀−1

 

Using the identityΓ 𝑛, 𝑥 =  𝑛 − 1 ! 𝑒−𝑥  
𝑥𝑚

𝑚 !

𝑛−1
𝑚=0    of [6, eq. (8.352.7)], we have 

𝑞𝑀𝑅𝐶 𝐶𝑚  =   
𝑀𝛽𝑡(𝑛𝑅 ,𝑀−1)

𝛾𝑚 0
𝑛𝑅 +𝑡 𝑛𝑅−1 !

𝑒𝐶𝑚 (𝑒𝐶𝑚 − 1)𝑛𝑅+𝑡−1𝑒
−

𝑀

𝛾𝑚 0
(𝑒𝐶𝑚 −1) 𝑛𝑅−1 (𝑀−1)

𝑡=0               (14) 

Here, 𝜃1 is assumed 1 for simplicity and 𝛽𝑡(𝑛𝑅 , 𝑀 − 1) denotes the coefficient of  𝑒𝐶𝑚 − 1 𝑡  in the expansion 

of   Γ  𝑛𝑅 ,
𝑒𝐶𝑚 −1

𝛾𝑚 𝑜

  
𝑀−1

. 

Similarly, the PDF of 𝐶𝑒  is derived and shown in (15): 

                                                                             𝑞𝑀𝑅𝐶  𝐶𝑒  =
𝑒𝐶𝑒 (𝑒𝐶𝑒 −1)𝑛𝐸−1

 𝑛𝐸−1 !(𝑒𝐶𝑒 −1)𝑛𝐸
𝑒

−
𝑒𝐶𝑒 −1

𝜸𝑒𝑜                                             (15) 

4.2 Selection Combining  

The PDF of instantaneous received SNRs 𝛾𝑚 𝑖  and 𝛾𝑒at the SC output of i
th

 receiver and eavesdropper are given 

by (16) and (17) [5]: 

𝑓𝛾𝑚
𝑆𝐶 𝛾𝑚 𝑖

 =
𝑛𝑅

𝛾𝑚 𝑜

 1 − 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  

𝑛𝑅−1

𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜                                                      (16) 

𝑓𝛾𝑒
𝑆𝐶 𝛾𝑒 =

𝑛𝐸

𝛾𝑒𝑜

 1 − 𝑒
−

𝛾𝑒
𝛾𝑒𝑜  

𝑛𝑅−1

𝑒
−

𝛾𝑒
𝛾𝑒𝑜                                                        (17) 

Here, 𝛾𝑚 𝑜
 and 𝛾𝑒𝑜

 are average SNRs per symbol at user and eavesdropper, respectively. 

Distribution of  the minimum SNR among all users can be expressed as shown in (18) 

𝑓𝑑𝑚𝑖𝑛

𝑆𝐶  𝛾𝑚 𝑖
 = 𝑀𝑓𝛾𝑚

𝑆𝐶 𝛾𝑚 𝑖
  1 − 𝐹𝛾𝑚

𝑆𝐶 𝛾𝑚 𝑖
  

𝑀−1
                                         (18) 

The cumulative distribution function (CDF) of 𝛾𝑚 𝑖
 can be derived as  

𝐹𝛾𝑚
𝑆𝐶 𝛾𝑚 𝑖

 =  𝑓𝛾𝑚
𝑆𝐶 𝛾𝑚 𝑖

  𝑑𝛾𝑚 𝑖

𝛾𝑚 𝑖

0

 

=  
𝑛𝑅

𝛾𝑚 𝑜

 1 − 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  

𝑛𝑅−1

𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  𝑑𝛾𝑚 𝑖

                                                         
𝛾𝑚 𝑖

0

 

Let,  1 − 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜 = 𝑧 ⇒

1

𝛾𝑚 𝑜

𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜𝑑𝛾𝑚 𝑖

= 𝑑𝑧 

For, 𝛾𝑚 𝑖
= 0, 𝑧 = 0 and for 𝛾𝑚 𝑖

= 𝛾𝑚 𝑖
, 𝑧 = 1 − 𝑒

−
𝛾𝑚 𝑖
𝛾𝑚 𝑜 . Substituting these values,  we get 
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                ∴  𝐹𝛾𝑚
𝑆𝐶 𝛾𝑚 𝑖

 =  𝑛𝑅𝑧𝑛𝑅−1 𝑑𝑧

1−𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜

0

 

      =  
𝑛𝑅𝑧𝑛𝑅

𝑛𝑅
 

0

1−𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜

 =  1 − 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜 

𝑛𝑅

                                                        (19) 

Using (16), (18) and (19), we get  

𝑓𝑑𝑚𝑖𝑛

𝑆𝐶  𝛾𝑚 𝑖
 = 𝑀

𝑛𝑅

𝛾𝑚 𝑜

 1 − 𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  

𝑛𝑅−1

𝑒
−

𝛾𝑚 𝑖
𝛾𝑚 𝑜  1 −  1 − 𝑒

−
𝛾𝑚 𝑖
𝛾𝑚 𝑜 

𝑛𝑅

 

𝑀−1

(20) 

Using proposition 4.1, the PDF of 𝐶𝑚 can be determined, that is shown in (21). 

𝑞𝑆𝐶 𝐶𝑚 =
𝑒𝐶𝑚

𝜃1

𝑓𝑑𝑚𝑖𝑛

𝑆𝐶  
𝑒𝐶𝑚 − 1

𝜃1

  

=
𝑒𝐶𝑚

𝜃1

𝑀
𝑛𝑅

𝛾𝑚 𝑜

 1 − 𝑒
−

𝑒𝐶𝑚 −1
𝜃1𝛾𝑚 𝑜  

𝑛𝑅−1

𝑒
−

𝑒𝐶𝑚 −1
𝜃1𝛾𝑚 𝑜  1 −  1 − 𝑒

−
𝑒𝐶𝑚 −1
𝜃1𝛾𝑚 𝑜  

𝑛𝑅

 

𝑀−1

 

                                      = 𝑒𝐶𝑚 𝑀
𝑛𝑅

𝛾𝑚 𝑜

 1 − 𝑒
−

𝑒𝐶𝑚 −1
𝛾𝑚 𝑜  

𝑛𝑅−1

𝑒
−

𝑒𝐶𝑚 −1
𝛾𝑚 𝑜  1 −  1 − 𝑒

−
𝑒𝐶𝑚 −1

𝛾𝑚 𝑜  

𝑛𝑅

 

𝑀−1

 

Using the identity  a + x n =  ( )𝑘
𝑛 𝑥𝑘𝑎𝑛−𝑘𝑛

𝑘=0 of  [6, eq.(1.111)] and assuming 𝜃1 = 1 for simplicity, we have 

𝑞𝑆𝐶 𝐶𝑚  =     −1 𝑘1+𝑘2𝑛𝑅−1+𝑛𝑅𝑘1
𝑘2=0  𝑀−1

𝑘1
  𝑛𝑅−1+𝑛𝑅𝑘1

𝑘2
 𝑀

𝑛𝑅

𝛾𝑚 𝑜

𝑀−1
𝑘1=0 𝑒𝐶𝑚 𝑒

−
 𝑘1+𝑘2+1 (𝑒𝐶𝑚 −1)

𝛾𝑚 𝑜    (21) 

Similarly, the PDF of 𝐶𝑒  is given by (22): 

           𝑞𝑆𝐶 𝐶𝑒 =
𝑛𝐸𝑒𝐶𝑒

𝛾𝑒𝑜

 1 − 𝑒
−

𝑒𝐶𝑒 −1

𝛾𝑒𝑜  

𝑛𝐸−1

𝑒
−

𝑒𝐶𝑒 −1

𝛾𝑒𝑜                                               (22) 

 

V. PROBABILITY OF NONZERO SECRECY MULTICAST CAPACITY  
The probability of non-zero secrecy capacity in the presence of eavesdropper can be defined as given in (23), 

based on the definition of positive secrecy capacity in [1]. 

𝑃𝑟 𝐶𝑠 > 0     = 𝑃𝑟(𝐶𝑚 > 𝐶𝑒) 

                                            =   𝑞 𝐶𝑚 𝑞 𝐶𝑒 𝑑𝐶𝑒𝑑𝐶𝑚
𝐶𝑚

0

∞

0
                                                        (23) 

Using (14), (15) into (23) and performing integration, we get the expression of probability of nonzero secrecy 

capacity using MRC diversity as shown in (24) 

Pr𝑀𝑅𝐶  𝐶𝑠 > 0 =  
𝑀𝛽𝑡 𝑛𝑅 ,𝑀−1 

𝛾𝑚 0
𝑛𝑅 +𝑡 𝑛𝑅−1 !

  
𝑀

𝛾𝑚 0

 
−𝑛𝑅−𝑡

Γ 𝑛𝑅 + 𝑡 
 𝑛𝑅−1  𝑀−1 
𝑡=0  –  

1

𝛾𝑒0
𝑑𝑑 !

𝑛𝐸−1
𝑑=0  

𝑀

𝛾𝑚 0

+
1

𝛾𝑒0

 
−𝑛𝑅−𝑡−𝑑

 

× Γ(𝑛𝑅 + 𝑡 + 𝑑)                                                             (24) 

Again using (21), (22) into (23) and performing integration we get the expression of probability of nonzero 

secrecy capacity using SC diversity as shown in (25) 

Pr𝑆𝐶 𝐶𝑠 > 0 =     𝑀
𝑛𝑅𝑛𝐸

𝛾𝑚 𝑜  1+𝑘3 

𝑛𝐸−1
𝑘3=0  −1 𝑘1+𝑘2+𝑘3𝑛𝑅−1+𝑛𝑅𝑘1

𝑘2=0  𝑀−1
𝑘1

  𝑛𝑅−1+𝑛𝑅𝑘1
𝑘2

  
𝑛𝐸 − 1

𝑘3
  

𝛾𝑚 𝑜

𝑘1+𝑘2+1
−

𝛾𝑚 𝑜𝛾𝑒𝑜

𝛾𝑒𝑜  𝑘1+𝑘2+1 +𝛾𝑚 𝑜 (1+𝑘3)
 𝑀−1

𝑘1=0       (25) 

 

VI. ERGODIC SECRECY MULTICAST CAPACITY  
Ergodic capacity is related to channel capacity. It is same as Shannon channel capacity. It is the average 

capacity of the channel. 

The ergodic secrecy capacity is the average of the instantaneous secrecy capacity that is given by (26): 

 𝐶𝑠 = 𝔼 𝐶𝑚  − 𝔼[𝐶𝑒] 

   =  𝐶𝑚𝑞 𝐶𝑚  𝑑𝐶𝑚

∞

0

−  𝐶𝑒𝑞 𝐶𝑒 𝑑𝐶𝑒                                                        (26)

∞

0

 

Using (14), (15) into (26) and performing integration we get the expression of probability of nonzero secrecy 

capacity using MRC diversity as shown in (27) 
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Again using (21), (22) into (26) and performing integration we get the expression of probability of nonzero 

secrecy capacity using SC diversity as shown in (28) 

 

 𝐶𝑠 
𝑆𝐶  =     −1 𝑘1+𝑘2

𝑛𝑅−1+𝑛𝑅𝑘1

𝑘2=0

 
𝑀 − 1

𝑘1

  
𝑛𝑅 − 1 + 𝑛𝑅𝑘1

𝑘2

 𝑀
𝑛𝑅

1 + 𝑘2

𝑒
1+𝑘2
𝛾𝑚 0

𝑀−1

𝑘1=0

 Γ  0,
1 + 𝑘2

𝛾𝑚 0

  

                          −   𝑛𝐸 −1 𝑘3𝑛𝐸−1
𝑘3=0  𝑛𝐸−1

𝑘3
 

𝑒

1+𝑘3
𝛾𝑒0 Γ 0,

1+𝑘3
𝛾𝑒0

 

1+𝑘3
     (28) 

 

VII. NUMERICAL RESULTS 

 
Fig. 2: The probability of non-zero secrecy multicast capacity versus average SNR of main channel for selected 

values of nR with M = 2. 

 

 Fig.2 shows the probability of non-zero secrecy multicast capacity as a function of the average SNR of 

the main channel with SC and MRC diversity schemes. We see that for a particular number of antennas at the 

receivers, MRC diversity enhances security more significantly than SC diversity.  

 

 
Fig. 3: The ergodic secrecy multicast capacity versus average SNR of main channel for selected values of nR 

with M = 2. 

 

Fig.3 shows the ergodic secrecy multicast capacity as a function of the average SNR of the main channel with 

SC and MRC diversity schemes.  From the figure, it is observed that ergodic secrecy multicast capacity 

increases with the number of receive antennas but for a particular number of receiving antennas, MRC diversity 

enhances security more than the SC diversity. 

(27) 
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VIII. CONCLUSION  
 In this paper, we study the security of a multicasting scenario in the presence of a single eavesdropper. 

Here the closed-form analytical expressions for the ergodic secrecy multicast capacity and probability of non-

zero secrecy multicast capacity are derived for multicasting with MRC and SC diversity schemes at the 

receivers and eavesdropper. According to the numerical results, we can conclude that both the MRC and SC 

diversity enhance security in multicast networks but the effect of MRC diversity is more significant than SC 

diversity. 
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