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Abstract: Boreholes are an effective way of tapping into the water bearing aquifer below the ground and
pumping the water to the surface. Boreholes for extracting water consist essentially of a vertically drilled shaft,
a strong lining (casing) to prevent collapse of the walls, which includes a means of allowing clean water to
enter the borehole space (screen), surface protection, and a means of extracting water. This study examines the
common drilling techniques, usage, maintenance and sustainability of water boreholes in Ado-Ekiti. Pumping
tests were carried on several boreholes in Ado-Ekiti to acquire a general idea of the yield of boreholes in order
to proffer viable solution. Hydro geological maps of the area are studied to help in the understanding of the sub
surface formation of the region. Questionnaires were also developed and administered in the assessment of
borehole usage and maintenance. The study area is characterized by crystalline basement complex rock of low
porosity and permeability. Boreholes have to be properly designed, professionally constructed and carefully
drilled. It has been discovered that the area generally has low groundwater potential and that there is a high
dependence on groundwater as a source for potable water.

I Introduction

With rising utility costs and water bills, installing a borehole is fast becoming a viable way to obtain
‘cheaper’ water for many people. Depending on water usage, boreholes are capable of generating a rapid
investment payback, often cutting costs by up to 80% over a metered mains supply.A borehole is basically a
narrow vertical shaft bored in the ground. A borehole may be constructed for many different purposes, including
the extraction of water or other liquids such as natural petroleum or gases such as natural gas. This brings us to
the aim of this study, which is to analyse borehole drilling techniques, borehole maintenance, problems
encountered while drilling, borehole usage and sustainability in ado Ekiti. The exploitation of ground water is a
complicated process which involves sinking a narrow shaft into the ground to reach the aquifer by using a
drilling rig. Failure is sometimes experienced when carrying out borehole drilling operations or when using
installed borehole systems. These failures are caused by several complications which may arise from poor
maintenance and rehabilitation of boreholes, lack of expertise poor choice of technology, and poor supervision
of the drilling project In order to prevent these complications, the following measures must be taken: proper
maintenance and rehabilitation of bore hole, proper pump installation and maintenance, proper supervision of
borehole projects, the use of appropriate drilling technology and the standardization of borehole design and
drilling process. Water is a regional resource and it is not always readily available. This has led to shortage of
potable water in some parts of the world. Water shortage is becoming a global issue due to increasing
population, economic growth and climate change. Development of new sources of new water sources together
with conservation measures should be an important component of any country’s national water plan.
The construction of a well, using manual and mechanical drilling techniques is a complicated process. Before
drilling starts a good drilling site has to be selected, where experience suggests that there will be an adequate
quantity of good quality groundwater. During the drilling process there are a lot of different aspects which
require attention to prevent things from going wrong. Besides the practical drilling skills which are executed at
ground level, at the same time attention has to be paid to important processes which are happening below
ground level during drilling. Water used in drilling (working water) could flow away or worse; the borehole
could collapse, burying part of the drilling equipment. And finally, once the hole has been drilled, the well
casing, screen and sanitary seals have to be installed at the right depth, preventing contaminated water from
entering, and ensuring a sufficient yield. In many countries manual drilling teams experience problems with site
selection, loss of working water, soil determination, logging, well installation, well development, water quality
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and well yield (flow rate of the well). These problems may occur when the drilling process is not completely
understood and important steps are missed. Figure 1and 2 shows the map and Hydro geological map of EKkiti
state. With the information provided we will be able to understand what takes place beneath the surface during
drilling. This will enable us to construct high quality water wells.

*Headquaner of Local Government
u State Capital

Figure 1: Map of Ekiti State
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Figure 2: Hydro geological map of Ekiti state

1. Methodology

Project activities
Table 1:Project activities

SIN Work done Contribution to knowledge

1. Development of questionnaire To evaluate the usage and maintenance of boreholes in ado Ekiti

2. Survey of the population of ado EKiti To determine water demand of ado EKkiti

3. Conduct pumping tests on various boreholes in the study | To determine the rate of discharge, rate of recharge,
area transmissivity, storativity and permeability of the aquifer.

4. Study geophysical investigations carried out on the | This will enable me have a better understanding of the
groundwater potential of ado Ekiti characteristics of the sub surface layers beneath the study area.

5. Observe and help in the planning and construction of | This will help me acquire information on the common drilling
boreholes in ado Ekiti methods used and problems encountered before, during and after

the drilling of boreholes.

2.1 Population of area
The population of Ado-EKiti has increased tremendously in the last decade. This is due to its new status
of being the capital of Ekiti-State, carved out of the old Ondo State in 1996. As a result of this, there has also
been corresponding increase in demand for potable water by the inhabitants for both domestic and industrial
usages. However, public water supply has been inadequate in spite of efforts of government and the water
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corporation. The shortfall in water demand has been partly met by groundwater development through hand dug
wells, springs and the available boreholes. According to Ekiti State Rural Water Supply and Sanitation Agency,
the failure rate in the previously drilled boreholes in the State is around 54%. This is probably due to lack of
detailed hydro geological and pre-drilling geophysical investigation or poor understanding of the hydro
geological characteristics of the Basement complex environment. The study area is underlain by Precambrian
basement complex rocks. These rocks are characterized by low porosity and near negligible permeability. The
highest groundwater yield in basement terrains is found in areas where thick overburden overlies fractured
zones. These zones are often characterized by relatively low resistivity values. (Olorunfemi and Fasuyi, 1993).

2.2 Cost analysis for a borehole

The cost of a borehole is largely dependent upon the depth and amount of casing that the borehole will
require. Geology (the type of rock formations) that has to be drill through does have some influence as do the
actual ground conditions. Many people expect the easiest drilling to be into soft and loose geologies; however
the opposite is generally true. One of the main difficulties with drilling is keeping the borehole open during the
drilling process; this is made more difficult if the hole is collapsing owing to the ground being loose and
unstable.  Many methods could be employed to prevent this from happening, including the use of drilling
additives and fluids and the installation of temporary steel casing. All these factors affect the cost of a borehole.

Cost of mobilization to and from site: This is the cost of getting all drilling equipment from the storage yard to
home or site of the client. The cost is usually depends on whether the equipment is wheeled or tracked and on
the distance travelled to reach the site.

Cost of drilling: The cost for drilling is determined per meter for different diameters. The borehole usually
starts at a larger diameter of about 203mm and this is drilled into the solid rock to allow for the casing to be
installed through the soft upper portions and prevent collapse. The bore is then continued at a diameter
of165mm through the solid rock to the target depth or the saturated region. Most rock types are drilled at the
same rate, however quartzite which is very abrasive is charged at a higher price because it wears the drill bit
down quickly. Typical costs for drilling in ado-EKiti are between N5, 000-N8, 000 per meter.

Cost for casing and gravel packing of borehole: This is the cost per meter for the supply and installation of
casing. Most boreholes only require steel casing through the soft weathered overburden (12-24m) to secure the
upper parts of the borehole from collapse, however some boreholes are drilled into highly weathered rock which
extends a lot deeper down than usual. These types of boreholes require the installation of screens and casing
from surface to the end of the hole. We use PVC casing and screens in these. A gravel filter pack is placed
around the outside of the screens to keep sand out of the well and allow the water through. Typically costs for
casing are around N7, 000 per meter for PVC casing and screens.

Cost of installation of well head: The well head is installed over the head of the borehole to allow access to the
borehole and protect it from contamination. The well head should be made of reinforced concrete so as to
withstand load. The cost of installation is around N22,000.

Cost of developing and flushing of the borehole: Developing and flushing of borehole is one of the most
important procedures undertaken once the borehole has been drilled. This procedure helps remove rock
fragments which could get caught up in the aquifer cracks and thereby blocking water from entering the
borehole. All boreholes that reach water should be developed until they are sand free. The cost of developing a
borehole is around N25, 000.

Cost of cleaning up the site: Borehole drilling can be messy. All the soil, mud and rock fragments which come
out of the hole accumulate on the surface making a huge mess. The drill cuttings should be cleaned up and taken
away from the site. The final clean up happens when the rig moves off the borehole. Cleaning of the site is
usually the obligation of the drillers.

Water analysis:If the water is to be used in the home then it recommended that a potable water analysis of the
borehole be undertaken by a registered water lab. It is important that the water sample be taken after some time
of pumping and that the sample gets to the lab and is analysed for pathogens within 6 hours of sampling. This
test costs about N65, 000.
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Cost of pumping system: The cost for the supply, installation and commissioning of a pumping system largely
depends on the depth of the borehole, piping, amount of water to be pumped and the pressure requirements of
the system. Typical costs for an average home water supply pump range from N850, 000 — 1,085,000.

Table 2: Cost Analysis for a Borehole

SIN TASKS COST

1. mobilization to and from site Depends on distance

2. Drilling operation N5, 000 to 8, 000 per meter

3. installation casing and gravel packing of borehole About N7, 000 per meter

4. installation of well head About N22,000

5. Developing and flushing of the borehole About N25,000

6. Cleaning up of site Depends on the volume of materials removed
from well

7. Water analysis Around N65,000

8. Supply, installation and commissioning of pumping system N850,000 — N1,085,000

9. Payment for service (workmanship) Depends on negotiation between client and
company

2.3 Site investigation

In order to carry out this project successfully, Investigations were carried out on five boreholes in the following
regions of Ado EKkiti; Ado Ekiti North, Ado EKkiti South, Ado Ekiti West, Ado EKiti East and Ado Ekiti Central.
The geophysical survey was carried out on the borehole construction site beside Afe Babalola University, Ado-
Ekiti in order to determine the ground water potential of the area. The method used in geophysical survey for the
proposed water boreholes was the electrical resistivity sounding. The electrical resistivity sounding method is
the most common method used to carry out geophysical surveys in the state.

The site selection strategy is to maximize the probability of successfully completing the borehole, at a site with
favorable geological, hydro geological, and geochemical conditions, within budgetary and schedule constraints.

Site Description

The survey site is Afe Babalola secondary school proposed site ado-Ekiti. There are no structures on the site.

The compound is well fenced and the topography is relatively level. The area is characterized by short dry

season and long wet season and has high rainfall of about 160mm and peak rainfall between August and

September. The area has high temperature ranging between with relatively high humidity during the wet season

and low humidity during the dry season.

The area is characterized by dense ever green forest. The basement complex rocks are crystalline rocks of low

porosity and permeability. In this geologic environment groundwater accumulation depends on:

1. Degree of weathering and thickness of the overburden

2. Degree and nature of fracturing of the rocks

3. The presence and absence of clays above the weathered zone and its effect on rate of infiltration of water
into the aquifer

4. The hydrological continuity (permeability) of the weathered zone.

Source of recharge in the area include stream and precipitation, cracks, fractures bedrock depression and
weathered basement. The sources of recharge mentioned above are the geologic subsurface structure in
basement terrain that can favour groundwater accumulation. Porosity, permeability and transmissivity are the
parameters of an aquifer. A good aquifer must have high porosity, high permeability and transmissivity.

Electrical resistivity soundings

The electrical resistivity test was started by putting two iron pins (called ‘current electrodes’) into the ground.

1. The current electrodes were then subjected to electricity. The electricity flows through the ground from one
current electrode to the other, in a half circle (see below).

2. The resistance that the electricity finds on its way is measured by two other electrodes, the ‘potential
electrodes’. The resistance depends on the distance between the two current electrodes, the soil formation
through which the current flows and the humidity in this formation.

3. The electrical Resistivity sounding is used to determine the resistivity at different depths in the
underground.

4. The current electrodes are placed each time further apart from each other in the ground and each time the
resistance is measured. The further the current electrodes are placed apart, the deeper the electricity flow
will reach. This way of working is often used when a suitable location for one borehole needs to be
determined.
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5. In case information is required over a larger area of which the approximate depth of the aquifer is known,
electrical resistivity soundings are done at different points, each time at the same depth. In that way the
resistivity is measured at a certain depth at different locations in an area. This is done by having for each
measurement a fixed distance between the current electrodes while repeating the measurements along a
number of traverses over an area in a grid pattern.

6. The outcome will make it possible to plot the resistivity values on a map, indicating zones of high and low
resistivity (meaning zones of different groundwater potential) at a certain depth in the underground.

7. All the information obtained is entered into a computer that analyses the measurements with special
software.

The idea is that if there is water underground the electricity will flow more easily through it because the
resistance in wet ground against a flow of electricity is lower than such resistance in dry ground. Therefore the
computer can predict based on the measurements where water will probably be. However, good skills are
required to interpret the outcome of the computer program. The resistance measured also depends on the type of
soil, which makes it difficult to interpret the outcome properly. In other words, the software cannot tell you just
like that whether there is water in the underground formation and how deep it is. It requires someone who
knows how to interpret the outcome of the computer analysis to predict this by analysing the outcome of the
computer program along with knowledge about the soil and soil layers in the underground formation,
information about other boreholes in the area.

2.4 Causes of Borehole Failures

According to Ekiti State Rural Water Supply and Sanitation Agency, the failure rate in the previously drilled
boreholes in the State is around 54%. This is probably due to lack of detailed hydro geological and pre-drilling
geophysical investigation or poor understanding of the hydro geological characteristics of the Basement
complex environment. Borehole failure is defined as a situation when a borehole which was recorded as
successful, or productive immediately after drilling, subsequently fails to deliver a sufficient yield of safe as
follows:

Drilling of crooked boreholes which affect installation of casing, screens and pumps

Poor collection of samples, and essential data like penetration rate log, lithological log during drilling
operation. This can lead to poor design and subsequently well failure.

Use of drilling fluid in such proportion that will lead to sealing of the intake portion of the well with
mud cake or cause excessive mud invasion into the aquifer system

Use of substandard casings and screens in an attempt to save cost. This can result into causing an
incursion of soil or formational materials into the well

Use of inappropriate gravel packs materials like rock chippings

Lack of placement of sanitary seal or grout.

vVV V VY VYV

Borehole failure is defined as a situation when a borehole which was recorded as successful, or
productive immediately after drilling, subsequently fails to deliver a sufficient yield of safe water
throughout the year. Problems associated with water well drilling result from many causes including
equipment failure, depletion of the aquifer, corrosive qualities of the water and improper welldesign
and construction.

3.0 Borehole drilling

Once the water requirements are known and an assessment either by a hydrogeologist or an examination of
geological maps has been undertaken, the borehole can be drilled according to the information found. Typically,
a borehole used as a water well is completed by installing a vertical pipe (casing) and well screen to keep the
borehole from caving in. Drilled wells are typically created using either top-head rotary style, table rotary, or
cable tool drilling machines, all of which use drilling stems that are turned to create a cutting action in the
formation, hence the term 'drilling'. Boreholes can vary in depth and design depending upon the level of the
water table, quantity of water stored in the ground and the requirements of the customer but typically are
between 60-120 vertical metres. Normally the inner pipe is at least 4" in diameter to accommodate a 3” or 4”
borehole pump and must be surrounded by gravel to prevent dirt clogging up the plastic pipe then sealed near
the surface using a special grout. This grout usually goes down as far as the impermeable layer and is designed
to prevent contamination from surface water entering the borehole. The outer metal casing pipe is usually at
least 6" diameter to accommodate all this.
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Figure 3: Typical borehole drilling showing water flow

Ado EKiti east (Afe Babalola university talent discovery centre)Boreholes 1

SIN Depth (m) Lithology
1. | 0.00-1.00 Rusty red lateritic sand, coarse
2. | 1.00-2.00 Rusty red lateritic gravel
3. | 2.00-3.00 Rusty lateritic mud, coarse sand, gravel
4. | 3.00-4.00 Mud greyish brown, gravel
5. | 4.00-6.00 Light greyish brown weathered base complex
6. | 6.00-8.00 Greyish granite base complex
7. | 8.00—235.00 Dark- grey — greenish horn blends
8. | 35.00-40.00 Dark grey mica schist — gneissic basement complex
9. | 40.00 -46.00 Dark grey granite basement complex
10. | 46.00 —50.00 Dark grey granite basement complex
11. | 50.00-70.00 Dark grey mica schist

Ado Ekiti north (EKSU campus)Borehole

S/N | DEPTH (m) LITHOLOGY

1. 0.00 - 6.00 Weathered basement

2. 6.00 — 89.00 Fresh fractured basement

Ado EKkiti west (better life) borehole

SIN DEPTH (m) LITHOLOGY
1. 0.00 - 3.50 Top soil
2. 3.50 —70.00 Granite basement
Ado EKiti central (Christ school) Borehole
SIN DEPTH (m) LITHOLOGY
1. 0.00-1.00 Rusty yellow mud, very coarse sand
2. 1.00 - 4.00 Yellowish grey micaceous coarse sand
3. 4.00 - 6.00 Grey micaceous, very coarse sand gravel
4. 6.00 —9.00 White — yellow, large gravel, very coarse
5. 9.00—11.00 Shale dark grey, whitish gravel, sand
6. 11.00 - 12.00 Sand brown coarse, gravel silty shale
7. 12.00 — 14.00 Dark grey, grey silty sand, gravel
8. 14.00 — 17.00 Grey granitic base complex
9. 17.00 — 20.00 Grey gneissic base complex
10. 20.00 - 27.00 Greyish — black micascist base
11. 27.00 - 56.00 Black — grey hornblende / micashist
12. 56.00 — 68.00 Black — grey hornblende / micashist base complex
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Ado Ekiti south (Mary Assumption Hospital) Borehole

7.00 - 8.00 Light brown clay
8.00—9.00 Moderate well sorted light gneissic base complex.

S/N DEPTH (m) LITHOLOGY

1. 0.00 - 1.00 Dark brownish top sandy soil, fine grain

2. 1.00 —2.00 Poorly sorted, angular, brownish coarse grained sand

3. 2.00-7.00 Moderately sorted fine to medium grained, yellowish to brownish sand, light brown lay.
4.

5.

I11. TESTING, RESULTS AND DISCUSSION OF RESULTS
Total water demand for EKiti state
Assuming water requirement/head/day = 100liters
Total population of state from table = 2,384,212
Total water demand = total population x water requirement/head/day
=2,384,212 x 100liters
=238,421,200liters/day
=238,421.2 m3/day

Total water demand for ado Ekiti
Assuming water requirement/head/day = 100liters
Total population of Ado Ekiti from table = 308,621
Total water demand = total population x water requirement/head/day
=308,621x 100liters
=30,862,100liters/day
=30,862.1 m3/day
Pump test analysis
The purpose of the following pump test analysis is to determine the aquifer characteristics for various boreholes
in ado EKiti thereby assessing the viability and possible use of groundwater in conjunction with supply based on
the assumptions of pumping tests (Kruseman and ridder, 1970)

Assumptions

1. Flow into well is radial and there are no entrance losses

2. Instantaneous release of water from storage upon lowering of the draw-down curve (no lag) when pumping.
3. There is no seepage or leakage from or to the aquifer

4. Prior to pumping the piezometric surface is horizontal

5. There is complete penetration of the aquifer by well.

6. Aquifer is homogenous, isotropic, uniform and of infinite areal extent.

7. Well radius is infinitesimal and pumping rate is constant.

The determination of the following parameters below indicates the viability of the aquifer and their pumping.
T= transmissivity (ability of aquifer to permit groundwater)

S.= storage coefficient (storage capacity of the aquifer)

E = well efficiency

S, = specific capacity of borehole or well.

I1 Methodof Analysis

Almost all the aquifers investigated in the study area behave as confined aquifer in which water is present in
weathered portions of the basement crystalline complex and the flows fit the non-steady state conditions.

The possible methods of analysis are

1. Theis recovery method

2. Jacob’s approximate method

3. Brereton step drawdown pumping test method

4. Eden and hazel method

Equation of drawdown

5= LW
Brereton’s method, based on equal time duration in the steps in pumping, is similar to lewis clark’s explanation
for computing the total drawdown in step drawdown step tests.

Sm = a(Quloght + D) + CQ?..co.. (i) Brereton’s equation
Syt = (@ + blogt)QLCQ? ..o (ii) Lewis Clark’s equation
Where
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2
W (u)= well function with u= %
a = Aquifer coefficient = 222
35S,
b = Aquifer coefficient = ==~
rw4Sc

e = Well loss coefficient

Q,,— Pumping rate at the n‘"step

S, = Drawdown at start time t

S,, = Drawdown at the end of the n" step

3

D,, = (Qn — 1log2 + Q,, — ZIogE+ Qllogm )
The two equations are best suited for short duration step pumping say 90mins each (Brereton1979) and show no
immediate movement towards steady state or equilibrium. In any case, they require more than three steps for
their effective use.
The recommended and modified theis recovery method is suitable for the state’s aquifer analysis. Transmissivity
is calculated as
T=22 i (iii)
The maximum storage coefficient of the aquifer is calculated from eden and hazel’s expression for the
drawdown in a confined aquifer using the step method.

_ 23Qu 2.25T¢
st =—— .logqp

)

Borehole characteristics in ado EKkiti

Well location Theis (modified) | Logan Max yield m®/day | Storage coefficient
Ado ekiti 0.84 1.8 115 4.7 x 1072
Ado EKkiti east 4.5 4.1 129.6 2.5x10™*
Ado EKkiti west 3.8 4.8 260 1.6 x 1072
Ado central 1.9 1.4 320 2.5%x107°
Ado south 35.7 10.0 288.5 5.2x 10710

Ado EKkiti borehole characteristics (Watson,1999)

Pumping tests

LOCATION: Ado Central (Christ school)
DEPTH OF WELL: 68.00M

WELL DIAMETER: 120mm

Time since pumping | Time since  pumping t Residual drawdown S
stopped. t! (minutes) started. t (meters)
t=t'+4320
1 4321 4321 17.80
2 4322 2161 15.11
5 4325 1442 13.32
10 4330 433 11.62
20 4340 217 10.33
50 4370 87.7 9.35
100 4420 44.2 8.78
200 4520 22.6 8.34
400 4720 11.8 7.72
800 5120 6.40 7.42
1000 5320 5.32 6.58
1200 5520 4.60 6.23

L. 23 _ 2.3x20.75_ 3
TransmissivityT = pry iy 3m°/day
2.3 2.25T,

St

= 4nT °9 T, S¢
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178 = 2.3 ><20.7sl 2.25%x19x%3
C T Tarx19 97 0.08%sc
storagecapacityS, = 2.5 x 107°
Comment: values of Transmissivityt and storagecapacityS, indicate poor quality of aquifer
Comment: values of T and S, indicate poor quality of aquifer.
LOCATION: ado EKkiti south (Mary assumption hospital)
DEPTH OF WELL: 43.00M WELL DIAMETER: 120mm
Time since pumping stopped. t' | Time since pumping started. t Residual drawdown S
(minutes) t=t'+4320 t! (meters)
1 4321 4321 25.87
2 4322 2161 25.06
5 4325 1442 24.44
10 4330 433 22.59
20 4310 217 21.08
50 4370 87.7 18.71
100 4420 44.2 16.60
200 4520 226 13.17
400 4720 11.8 8.05
800 5120 6.40 6.43
1000 5320 5.32 456
1200 5520 4.60 4.01
e _ 23 _ 23x922_ 3
TransmissivityT = s — mG75) 45m°/day
g = 2.3 ’ 2.25T,
Y 4mT g Ty Se
178 = 23 X% 92.Zl 2.25x4.5% 2
© T arx 45 297 0.0825c
S.=25x10"*
Comment: S.value is too low. Pumping rate is believed to be excessive for this type of aquifer.
LOCATION: Ado West (Better Life)
DEPTH OF WELL: 70.00m
WELL DIAMETER: 115mm
Time since pumping stopped. t! | Time since pumping started. t Residual drawdown S
(minutes) t=t'+4320 t! (meters)
1 4321 4321 37.87
2 4322 2161 36.73
5 4325 1442 33.41
10 4330 433 29.32
20 4340 217 25.56
50 4370 87.7 23.65
100 4420 44.2 21.42
200 4520 22.6 18.07
400 4720 11.8 13.77
800 5120 6.4 8.75
1000 5320 5.32 7.45
1200 5520 46 6.43
23 _ 2.3x154.1_ 3
T anAs T 4m(75) 3.8m*/day
g 2.3 : 2.25T,
t 7 AmT °9 T, S¢
178 = 2.3 % 154.1l 2.25%x3.8x%3
© T Tanx 45 97 0.08%sc
WWW.ajer.orqg Page 9
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S, =1.6x 1072
LOCATION: Ado East (Afe Babalola university talent discovery)
DEPTH OF WELL: 70.00M
WELL DIAMETER: 125mm
RECOVERY RECOVERY RECOVER | DRAWDOWN PUMPING
TIME (ELAPSED | WL READING | YWL (M) | OR RESIDUAL | RATE/DISCHARGE
TIME IN | FROM TOC (M) (M) (M¥Hr)
MINUTES)
0 27.03 26.12 15.36
0.5 25.99 25.08 14.32
1 25.33 24.42 13.66
15 24.81 23.90 13.14
2 24.63 23.72 12.96
2.5 24.54 23.63 12.84
3 23.50 22.59 11.83
35 21.70 20.79 10.03
4 21.46 20.55 9.79 .
45 20.76 19.85 9.09 By Sminutes
5 20.09 19.18 8.42 since pumping
6 18.93 18.02 7.26
7 1811 17.20 6.44 was stopped 45%
8 17.44 16.53 5.77 Recovery was
9 17.35 16.44 5.68 achieved.
10 16.62 15.71 4.95
12 16.22 15.31 455
14 16.04 15.13 437
16 15.73 14.82 4.06
18 15.52 14.61 3.85
20 15.32 14.41 3.65
22 15.13 14.22 3.46
24 15.00 14.09 3.33
26 14.91 14.00 3.24
28 14.85 13.94 3.18
30 14.76 13.85 3.09
35 14.58 13.67 2.91
40 14.45 13.54 2.78
45 14.31 13.40 2.64
50 14.15 13.24 2.48
55 14.00 13.09 2.33
60 13.91 13.00 2.24
RECOVERY RECOVERY RECOVERY | DRAWDOW | PUMPING COMMENTS
TIME WL READING | WL (M) N OR | RATE/DISCHAR By 5
(ELAPSED FROM TOC (M) RESIDUAL GE (M¥Hr) minutes
TIME IN (M) .
MINUTES) since
70 13.68 12.77 2.01 pumping
80 13.50 12.59 1.83 stopped
90 13.00 12.09 1.33
100 12.50 11.59 0.83 45%
110 12.33 11.42 0.66 Recovery
120 12.25 11.34 0.58
135 11.67 10.76 0.00 V\_'as
150 11.67 10.76 0.00 achieved.
165 11.67 10.76 0.00
Transmissivity (T)
T =0.183Q/AS,,
AS,, = Slope of Time — Drawdown graph
AS,, = 0.072
T =0.183 x 108/0.072
= 274.5m%/day
Page 10
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Permeability (K)
K = (0.306Q/LS) x log (1.321/R)
L = Length of screen equivalent to thickness of aquifer = 12m
S = Max. drawdown = 15.36m
R = Radius of screen = 0.062m
K =(0.306 x 108/12 x 15.36) x Log(1.321/0.062)
=0.238
Storativity (S,)
So=0.117VK
=0.11770.238
=0.057
Specific Capacity (q)
q=0Q/S
Q = 4.5m*hr = 108m°/day
S = Max. drawdown = 15.36m
=108/15.36
= 7.03m?/day
If drawdown (S) is 5m:
Q=5q
=5 x 7.03m*/day
= 35.15m°%/day
Entrance velocity (V)
V = Q/nRLP
Q = 4.5m*hr = 0.00125m%'sec
R =0.062m
L =12m (Length of screen)
P =% of opening in the screen (0.2)
V =0.00125/3.14 x 0.062 x 12 x 0.2
=2.7x10°m/s
Range of cone of depression (R;)
R = 10S x Vk
S = 15.36m (max. drawdown)
K =0.238
R.= 10 x 15.36Y0.238
=74.93m
Pumping test
LOCATION: ado north (EKSU campus)
DEPTH OF WELL: 89.00M
WELL DIAMETER: 120mm
Time since pumping stopped. ¢! | Time since pumping t Residual drawdown S
(minutes) started. t! (meters)
t =t +4320
1 4321 4321 17.80
2 4322 2161 15.11
5 4325 1442 13.32
10 4330 433 11.62
20 4340 217 10.33
50 4370 87.7 9.35
100 4420 44.2 8.78
200 4520 22.6 8.34
400 4720 11.8 7.72
800 5120 6.40 7.42
1000 5320 5.32 6.58
1200 5520 4.60 6.23
_ 23 _ 23x113_ 3
T amAs  4m(26) 0.84m*/day
Page 11
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o _ 23, 225T,
CT 4nr 9,
Lpg 23X 113 225X 0,842
© T arx084 97 0.08%sc
S, =47 x 102
IV. CONCLUSION AND RECOMMENDATIONS
Conclusion

In conclusion, the study area is characterized by crystalline basement complex rock of low porosity and
permeability. The various pumping tests that were carried out indicate that the area generally has low
groundwater potential. This research gives better understanding of the common drilling methods used in drilling
water wells in the study area, borehole yields and the problems faced before during and after drilling. |
discovered that there is a high dependence on groundwater as a source for potable water. It has also been
discovered that in the study area that the practice of borehole maintenance is very poor.

Recommendation

Borehole maintenance should be taken more seriously and borehole owners should develop the habit of carrying
out regular maintenance on their borehole wells so as to ensure that they reach their serviceability life. It is
necessary that borehole drilling should be monitored by a certified agency and that drilling license be issued to
qualified water well drillers so as to reduce the infiltration of inexperienced drillers into the water well drilling
sector and to reduce the drilling of sub-standard water wells. Owners of boreholes should consider rehabilitating
boreholes instead of abandoning them. Rehabilitation of wells can save money and prevent the sub surface
layers from losing stability as a result of excessive well drilling.
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Abstract : This research work investigates preventive maintenance management of diesel engine generators at
the Maritime Academy of Nigeria, Oron. A budget based optimization methodology taking cognisance of the age
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l. Introduction

The Maritime Academy of Nigeria Oron in Akwa Ibom State Nigeria started as Nautical college of
Nigeria in 1979 with a mandate to train shipboard officers, ratings and shore-based management personnel
(Wikipedia, 2014). In 1988 the college was upgraded to the present status and the mandate was expanded to
training all levels and categories of personnel for all facets of the Nigerian maritime industry.

The poor power supply in Nigeria country has prompted the academy to generate its electricity for the
administrative activities of the institution using the diesel engine generators. The diesel engine is popular in
maritime industries. This can be attributed to its; high performance. It has high reliability and a better fuel
economy than gasoline engine and is more efficient at light and full loads. The diesel generator emits fewer
harmful exhaust pollutants and is inherently safer because diesel fuel is less volatile than gasoline. However,
diesel engines can be ineffective with poor maintenance method.

Maintenance is all actions which have the objective of returning a system back to another state.
According to Moubray, (1995) and Tsang et al. (1999) maintenance has the ability to bring back the system
quickly to its normal functional state and reduces equipment down time. Paz, (1994) categorized maintenance
into two: corrective maintenance and preventive maintenance. Maintenance is very important in the life of any
physical asset. The fundamental basis of any planned maintenance system is deciding in advance.

e The individual items of the plant and equipment to be maintained;
e The forms, method and details of how each item is to be maintenance;
e The tools, replacements, spares, tradesmen and time that will be required to carry out this
Maintenance;
e The frequency at which these maintenance operation must be carried out;
e  The method of administering the system and;
e  The method of analyzing the results.
I
The introduction of planned maintenance scheme in an organization involve time, money and
considerable amount of work. It has been shown that the benefits obtained from planned maintenance are
numerous Koboa-Aduama (1991).

Maintenance provides freedom from breakdown during operations. Maintenance of equipment is essential
in order to: keep the equipment at their maximum operating efficiencies; keep equipment in a

satisfactory condition for safe operations; and reduce to a minimum, maintenance cost consistent

with efficiency and safety (Koboa-Aduma (1991).
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Studies on imperfect maintenance can be found in Pharm and Wang (1996) and Nakagawa (1987).

The Maritime Academy of Nigeria Oron has 500KVA, 600KV and 800KVA diesel engine generators to
generate power for the administrative needs of the academy The maintenance costs of diesel engine generators
in the academy is rising daily. This is caused by lack of clear maintenance methodology by the institution to
maintain these generators. The objective of this research is to conduct a budget based maintenance methodology
on 500KVA, 600KVA and 800KVA diesel engine generators own by the academy and to suggest ways
maintenance and replacement actions should be performed on the generators with the objective of reducing the
cost of maintenance with the required reliability of the generators given any stipulated budget.

1. Methodology

Data for this research work were collected from both primary and secondary sources. The primary
information was obtained from maintainers, supervisors, engineers and managers. This information include:
maintenance cost, failure cost and replacement cost of each part The main data were obtained from the log book
for a period of five years. This data include the time of failure of the diesel engine generator, the components
causing the failure and also when the failed components were repaired or replaced.. Ten critical parts were
selected for the study. This data formed input into a maintenance and replacement model developed by Kamran
(2008).The information was used to predict future maintenance planning for the three diesel generators in the
next five years with a given budget and the objective of reducing maintenance cost and increasing the reliability
of the diesel generators used by the institution. The methods used in solving the problem are generalized
reduced gradient (GRG) and simulating annealing (SA).

M. Optimization model
The model by Kamran (2008) provides a general framework that was applied on the study. In the reliability
maximization equation, the constraints for the solution of the equation are as follows:
(i) Constraints that address the initial age of each component at the beginning of planning horizon.

Thus;
Xi=0;i=1.N 1)
where i = component, j = period& N=No of components
(i) Effective age of the components based on preventive maintenance activities recursively.
Xij=@Q=m; )A-1; )X+ My, (@X ;) (2)
i=1...Nandj=2...T
: T
Xi,j:Xi,j+3 i=1Nandj=1...T (3)

m;+r;<Li=1..Nandj=1...T
Where: X i Effective age of component i at the start of period j, X ily it Effective age of component i at the end
of period j.
T = No. of periods, J = No. of intervals, m; ;: {é if component i at period j is maintained, otherwise.

hij: {é if component i at period j is replaced, otherwise, =i: Improvement factor of component i

(iii) Condition/constraint preventing occurrence of simultaneous maintenance and replacement actions on
the components.

i’il HI e—(li(xi,j)ﬂi—(xi,j)ﬂi >> RR

series @

mp;.,r;=0orl;i=1..Nandj=1..T (5)
Xi; Xi;20; i=1,Nandj=1...T (6)
Ai: Characteristic life (scale) parameter of component i
[i: Shape parameter of component, i, RRqeries: Required reliability of the series system of components.
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Consider the case where component i is maintained in period j. For simplicity, it is assumed that the
maintenance activity occurs at the end of the period. The maintenance action effectively reduces the age of
component i at the beginning of the next period. That is:

Xijo1 = Ogixi"j fori=1,...,N;j=1,...,Tand (0<a<1) (7

The term o is an “improvement factor”, similar to that proposed by Malik (1979), Jayabalan (1992).
This factor allows for a variable effect of maintenance on the aging of a system. When o = 0, the effect of
maintenance is to return the system to a state of “good-as new”. When o = 1, maintenance has no effect, and the
system remains in a state of “bad-as-old”.
The maintenance action at the end of period j results in an instantaneous drop in the ROCOF of component i,.

Thus at the end of period j, the ROCOF for component i is V; (X J) . At the start of period j + 1 the ROCOF
drops to V; (0)

If component i is replaced at the end of period j, the following applies:
Xi,j+1:o:0 fori =1,...,N;j=1,....,T ®)

i.e., the system is returned to a state of “good-as-new”. The ROCOF of component i instantaneously drops from

Vi(Xil,j) to Vi(xi',j)

If no action is performed in period j, there is no effect on the ROCOF of component i and thus :

xi'j = X +yfor i=1,.,N;j=1,...,T 9)
Xij= Xijfori =1 Nyj=1...T (10)
V, (Xije1) = vi(X”)for i=1,..,N;j=I1,...,T (11)

T = No. of periods, J = No. of intervals,  ROCOF = Rate of Occurrence of Failure
For a new system, the cost associated with all component levels of maintenance and replacement actions in
period j, remains as a function of all the actions taken during that period.

The expected number of failures of component i in period j, i
E[N, ;1=1%" vi®)dt fori=1,.,N; j=1,.,T (12)

Under the Non- homogenous piosson process assumption (NHPP) the expected number of component i failures
in period j is
EIN, I=4(X; ) =4 (X; ;) for i = 1., N; j=1,.., T (13)

If the cost of each failure is F, (in units of #/failure event), which in turn allows the computation of, F ;;, the
cost of failures attributable to component i in period j is:
Fiy=FRE[N;;] fori=1,.,N;j=1...T (14)

Hence regardless of any maintenance or replacement actions (which are assumed to occur at the end of
the period) in period j, there is still a cost associated with the possible failures that can occur during the period.

If maintenance is performed on component i in period j, a maintenance cost constant M, is incurred at
the end of the period. Similarly If component i is replaced, in period j, the replacement cost is the initial
purchase price of the component i, denoted by R ;.
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For a multi-component system, the cost structure is defined as stated above, the problem can be

reduced to a simple problem of finding the optimal sequence of maintenance, replacement, or do-nothing for
each component, independent of all other components. That is, one could simply find the best sequence of
actions for component 1 regardless of the actions taken on component 2 and so on. This would result in N
independent optimization problems. Such a model seems unrealistic, as there should be some overall system
cost penalty when an action is taken on any component in the system. It would seem that there should be some
logical advantage to combine maintenance and replacement actions, e.g., while the system is shutdown to
replace one component, it may make sense to go ahead and perform maintenance/replacement of some other
components, even if it is not at its individual optimum point where maintenance or replacement would ordinarily
be performed. Under this scenario, the optimal time to perform maintenance/replacement actions on individual
components is dependent upon the decision made for other components. As such, a fixed cost of “downtime”, Z
, iIs charged in period j if any component (one or more) is maintained or replaced in that period. Consideration of
this fixed cost makes the problem much more interesting, and more difficult to solve, as the optimal sequence of
actions must be determined simultaneously for all components.
From the vantage point, at the start of period j = 0, it is good to determine the set of activities, i.e., maintenance,
replacement, or do nothing, for each component in each period such that total cost is minimized. In order to
have X ;j age of component i at the end of period j by using equation 2. First, define m;;, and r ;;, as binary
variables of maintenance and replacement actions for component i in period j as:

m; ; {é if component i at period j is maintained, otherwise. (15)

i | {é if component i at period j is replaced, otherwise. (16)

The following recursive function of X;;, X”j, mij, r ij, o, with a constraint are constructed:

Xi;j=@- mi,j—l)(l_ri,j—l)xil.j—l +m i, +(aX ) (17)
- - T

Xij=Xi;+3 (18)

m,, + <l (19)

In addition, the initial age for each component is equal to zero:
X;j=0fori=1,.N (20)

If component replacement occurs in the previous period then,
Fijoa =M =0, (21)
X i If a component is maintained in the previous period then

r',jfl = mi,j:l:1 (22)

1
Xi,j = aiXi’H (23)
and finally if nothing is done,

fj2=0, M, =0and X, ;- X; (24)

The formulation of a budget constraint, GB is introduced. The objective of this model is to maximize
the system reliability, through our choice of maintenance and replacement decisions, such that we do not exceed
the budgeted total cost. This model is formulated as:

Max Reliability =[T&, TT7_, g [i¥ &) fi-iilxi )80 (25)
Subject to
Xij=0: i=1...N (26)
Xij = (1 —myj-1) (1 —ryj — 1) Xy + myg(aiXyy-1) @7)
i=1... Nandj=2...7T (28)
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X :xi_]-+'j5; i=1..N;andj=1...T 29)
my; +r;<l i =1, N;andj=1...7T (30)

I, ET R (™) - (3%;0%) + Myomy +Remg] + BT, (20 -T2, — (my; +13;)))] < GB
(31)

myj, ry;=0orl i{=1..Nandj=1..T (31)

x{_ijrij =0 i=l..Nandj=1..T (32)

M, rij=0orl; i =1...Nandj=1...T (33)

Xy =X; >0;i=LNandj-1...T (36)

Wheree:X; ;: Effective age of component i at the start of period j,
X'; ;. Effective age of component i at the end of period j.T = No. of periods, J = No. of intervals

m;;: {é if component i at period j is maintained, otherwise., r;;: {1

0 if component i at period j is replaced,

otherwise

Ai: Characteristic life (scale) parameter of component ifii: Shape parameter of component, i

RReeries: Required reliability of the series system of components.zi: Improvement factor of componenti
¥: Summation, [I: Multiplication, F;:Unexpected failure cost of component i in period j

N: No. of components, Mi: maintenance cost of component i, Ri: Replacement cost of component i, Z : Fixed
cost of the system

Decision variables
My : {é if component i at period j is maintained, otherwise.

rij: {é if component i at period j is replaced, otherwise.

This objective function computes the maximum reliability subject to a given budget cost with stated constraints
and input parameters from tables 1, 2and 3.

The generalized reduced gradient and the simulated annealing algorithms were used to solve the cost
minimization using Matlab software and the results presented in tables 4, 5 and 6. Tables 1, 2 and 3 were
generated based on data obtained from maintenance log book and information from maintenance engineers.

Iv. Results and discussion
The characteristic life 4, shape factor £ , maintenance factor & , failure cost, maintenance cost, and

replacement cost are presented in tables 1, 2 and 3 for 500KVA, 600KVA and 800KVA diesel generators
respectively for the selected components shown in tables 1.2 and 3.

Table :1. Parameters for 500KV a diesel generator

Month Component MDays) p « Failure Ceost | Maintenance Replacement
i (&) Cost (X) Cost (M)

1. Injector Pump 950 0.0005 0.00025 128,000.00 68.,000.00 91,000.00

2. Calibration of Valve 1080 0.0007 0.00025 340,000.00 32,000.00 180,000.00

3. Cutting of Ring 1090 0.0004 0.00025 210,000.00 80,000.00 170,000.00

4. Top Gasket Cylinder | 1170 0.0004 0.00025 260,000.00 80,000.00 183,000.00

Replacement

5. Radiator 1050 0.0004 0.00025 96,000.00 16,000.00 36,000.00

6. Oil Pump 1005 0.0004 0.00025 80,000.00 16,000.00 80,000.00

7. Injector Nozzle 900 0.0005 0.00025 270,000.00 80,000.00 270,000.00

8 Air Filter 1160 0.0004 0.00025 120,000.00 40,000.00 80,000.00

9 Alternator 250 0.0006 0.00025 154,000.00 46,000.00 85,000.00

10 Water Pump 1050 0.0005 0.00025 87,000.00 40,000.00 70,000.00
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The characteristics life and shape factors were calculated from failure data while the failure costs.
maintenance costs and replacement costs data were obtained from maintenance engineers. The maintenance
factors were assumed based on the frequency of failure of components.

Table: 2. Parameters for 600KV a diesel generator

American Journal of Engineering

Month Component ADays) p o Failure Cost | Maintenance Replacement
* (&) Cost (B) Cost (&)
1. Injector Pump 1100 0.0007 0.00010 128,000.00 68,000.00 91,000.00
2. Calibration of Valve 800 0.0006 0.00010 340,000.00 32,000.00 180,000.00
3. Cutting of Ring 470 0.0003 0.00010 240,000.00 80,000.00 190,000.00
4. Top Gasket Cylinder | 1020 0.0005 0.00010 310,000.00 80,000.00 189,000.00
Replacement

5. Radiator 1020 0.0004 0.00010 96.000.00 16,000.00 36,000.00
6. Oil Pump 800 0.0005 0.00050 80,000.00 16,000.00 80,000.00
7. Injector Nozzle 900 0.0005 0.00050 270,000.00 80,000.00 270,000.00
8 Air Filter 1200 0.0006 0.00050 160,000.00 40,000.00 110,000.00
9 Alternator 990 0.0006 0.00050 210,000.00 76,000.00 115,000.00
10 Water Pump 780 0.0007 0.00050 87,000.00 40,000.00 70,000.00

The failure cost is higher than replacement cost which in the same vain higher than the maintenance
cost. The costs of components in 500KVA, 600KVA and 800KV generators are different in some cases or
similar in others.

Table: 3. Parameters for 800KV a diesel generator engine

Month Component MDays) B o Failure Cost | Maintenance Replacement
b (&) Cost (Bb) Cost (2)
1. Injector Pump 900 0.0005 0.00022 128,000.00 68,000.00 91,000.00
2. Calibration of Valve 1050 0.0004 0.00035 340,000.00 32,000.00 180,000.00
3. Cutting of Ring 1050 0.0005 0.00038 210,000.00 80,000.00 170,000.00
4. Top Gasket Cylinder | 980 0.0007 0.00034 33,600.00 6,720.00 28,800.00
Replacement

5. Radiator 1010 0.0003 0.00032 310,000.00 80,000.00 189,000.00
6. Oil Pump 1015 0.0003 0.00028 96,000.00 16,000.00 36,000.00
7. Injector Nozzle 1020 0.0003 0.00015 80,000.00 16,000.00 80,000.00
8 Air Filter 1030 0.0005 0.00012 270,000.00 80,000.00 170,000.00
9. Alternator 1010 0.0003 0.00025 270,000.00 80,000.00 170,000.00
10. Water Pump 1110 0.0006 0.00020 120,000.00 40,000.00 80,000.00

In tables 4, 5 and 6 the given budget with maximum reliability is presented in the third and sixth
columns by the decision maker, while a search algorithm of generalized reduced gradient and simulated
annealing calculate the total optimized cost function for each component and the optimum reliability in the sixth
column using Matlab software. A gap analysis shows the effectiveness of each algorithm. At 98.21% reliability
and a given cost of 800,000.00 naira, six humber periods at ten months per period for the 60 months prediction
has a total cost of 800,000.00 naira and 792,027.2 naira as shown in table 4. From periods of 36 and above , the
calculated total cost is less than the given budget. The optimized reliability lies between 46.96% and 84.71% for
simulated annealing algorithm and 55.42% and 95.06% for generalized reduced gradient method.

Table: 4. Budget Algorithm and Optimized function value (OFV) for 500KVA

Optimized Function Value
No. of | Number Given Budget . (OFV) Total cost OFV Gap
. Algorithin I, P .
components of periods | (BD) = Reliability %o (€3] (%0)
10 6 800,000.00 GRG 98.21 800,000.00 -
For S00KVA SA 97.09 792,027.2 1.15%
12 480,000.00 GRG 90.32 480,000.00 -
SA 85.81 464,187.2 4.99%
18 640,000.00 GRG 81.24 640,000.00 -
SA 71.36 636,337.60 12.16%
24 800,000.00 GRG 73.11 800,000.00 -
SA 69.37 800,030.40 5.12%
30 960.000.00 GRG 641.96 960,000.00 -
SA 58.31 970,774.40 10.24%
36 1,120,000.00 GRG 55.42 1,120,000.00 -
SA 16.96 1,112,390.00 15.27%
42 1,685.654.4 GRG 95.06 1,320,000.00 -
SA 84.71 1,042.416.00 10.89%
48 2,061,760.0 GRG 75.64 1,280,000.00 -
SA 74.15 1,277,782.40 1.97%
54 2,198.049.6 GRG 63.49 1,600.000.00 -
SA 58.93 1,609,659.20 7.18%
60 2,918.,223.78 GRG 52.15 1,920,000.00 -
SA 50.47 1951.516.80 3.22%
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For the 600KVA and 800KVA diesel engine generators, the same trend is followed. However, the
allocated given budgets are much more higher than that of the 500KVA generator

Table :5. Budget Algorithm and Optimized function value (OFV) for 600KVA

Optimized Function Value
No. of | Number Given Budget Algorithm (OFV) Total cost OFV Gap
components of periods | (2¥) Reliability %o (623 (%)
10 6 1.600,000.00 GRG 97.53 1,600,000.00 -
For 600KVA SA 97.43 1603,318.40 0.10%
12 960,000.00 GRG 85.06 960,000.00 -
SA 84.71 942.416.00 0.41%
18 1.280,000.00 GRG 75.64 1.280.000.00 -
SA 74.15 1,277.782.40 1.97%
24 1.600.000.00 GRG 63.49 1.600,000.00 -
SA 58.93 1.609.659.20 7.18%
30 1.920,000.00 GRG 52.15 1.920,000.00 -
SA 50.47 1951,516.80 3.22%
36 2.400.,000.00 GRG 49.91 2.400,000.00 -
SA 46.93 2.425,304.00 5.97%
42 2,355.771.2 GRG 98.21 800.,000.00 -
SA 97.09 792,027.2 1.15%
48 3.432.178.10 GRG 90.32 480.,000.00 -
SA 85.81 464,187.2 4.99%
54 2.207.536.00 GRG 64.96 960,000.00 -
SA 58.31 970,774.40 10.24%
60 3.732.178.10 GRG 55.42 1.120.000.00 -
SA 46.96 1,112.390.00 15.27%

Table: 6. Budget Algorithm and Optimized function value (OFV) for 800KVA

Optimized Function Value
No. of | Number Given Budget Algorithm (OFV) Total cost OFV Gap
components of periods | (&) Reliability % ® (%)
10 6 480.000.00 GRG 90.32 480.000.00 -
For SA 85.81 464.187.2 4.99%
800KVA 12 960.000.00 GRG 85.06 960.000.00 -
SA 84.71 942.416.00 0.41%
18 640.000.00 GRG 81.24 640.000.00 -
SA 71.36 636.337.6 12.16%
24 1.600.000.00 GRG 63.49 1,600,000.00 -
SA 58.93 1,609.659.2 7.18%
30 1.920,000.00 GRG 52.15 1,920,000.00 -
SA 50.47 1951,516.8 3.22%
36 1,120,000.00 GRG 55.42 1,120,000.00 -
SA 46.96 1,112,390.00 15.27%
42 1,280,000.00 GRG 90.32 480.000.00 -
SA 85.81 464.187.2 4.99%
48 1.600.000.00 GRG 81.24 640.000.00 -
SA 71.36 636.337.60 12.16%
54 1,061,760.0 GRG 52.15 1,920,000.00 -
SA 50.47 1951,516.80 3.22%
60 2.198.049.6 GRG 49.91 2.400.,000.00 -
SA 46.93 2,425.304.00 5.97%
V. Conclusions

The results presented from the study show that the formulation is quite effective in maintenance
decision making for diesel engine generators. The research shows that shorter maintenance interval is effective
allowing budget surplus for the decision maker. The generalized reduced gradient gives a lower cost than the
simulated annealing. This methodology is therefore recommended to the Maritime Academy Oron for effective
budget based maintenance management programme for the diesel engine generators.
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ABSTRACT: The dynamical behavior of a Fractional order Prey - Predator model is investigated in this
paper. The equilibrium points are computed and stability of the equilibrium points is analyzed. The phase
portraits are obtained for different sets of parameter values. Numerical simulations are performed and they
exhibit rich dynamics of the fractional model.

Keywords — Fractional Order, differential equations, Prey - Predator, stability.

l. INTRODUCTION

Fractional order integral and derivative operators have found several applications in large areas of
research during the last decade. The concept of fractional calculus was raised in the year 1695 by Marquis de
L'Hopital to Gottfried Wilhelm Leibniz regarding solution of non-integer order derivative. On September 30"
1695, Leibniz replied to L'Hopital “This is an apparent paradox from which one day, useful consequences will
be drawn”. Between 1695and 1819 several mathematicians (Euler in 1730, Lagrange in 1772, Laplace in 1812,
and soon..) mentioned it. The question raised in 1695 was only partly answered 124 years later in 1819, by S. F.
Lacroix. The real journey of development of fractional calculus started in1974 when the first monograph on
fractional calculus was published by academic press [7]. Recently theory of fractional differential and its
applications has attracted much attention.

1. FRACTIONAL DERIVATIVES AND INTEGRALS
In this section, we present important definitions of fractional calculus which arise as natural
generalization of results from calculus [2, 5].
Definition 1.The Riemann - Liouville fractional Integral of order = & = 1 is defined as

1
JEF@E) = )
Definition2.The Riemann - Liouville fractional derivative is defined as
DEf) = %P"*f{ﬂ
Definition3. The Caputo fractional derivative is defined as
DFf(E) =f1'“%f<r:|
When m and n are integers such that m = n, then, n** - order derivative of t"(using Euler’s Gamma Function)
I?z_“tm __Tm+1)
dtn rim—n+1)

r
j(t —w @Y FGddut = 0
o

m-n

Recently, fractional calculus was introduced to the stability analysis of nonlinear systems. The following
lemmas are useful in the discussion of dynamical properties of the fractional order predator - prey system.
Lemma 4. [1] The following linear commensurate fractional - order autonomous system

D% = Ax, x(0) =x,




American Journal of Engineering 2015

is asymptotically stable if and only if largil = = is satisfied for all eigenvalues (1) of matrix A. Also, this
system is stable if and only if |argi| = a: is satisfied for all eigenvalues {4} of matrix A, and those critical

eigenvalues which satisfy largil = == have geometric multiplicity one, where 0< & = 1,x & R™and A e R™".

Lemma 5.[1] Consider the following autonomous system for internal stability definition
Dex(f) = Ax(£), x(0) = x,

with & = [ay. a4, ..., &, ]7 and its n-dimensional representation:

D%ix,(8) = ey, () + apx, (8} + o+ oy x, ()

D%x,(t) = agy 2y (8) + cppx, (8} + o + @gyx, () (1)

D%, (t) = apyx () + apox, (8] + - + appx, ()

where all &;'s are rational numbers between 0 and 2. Assume m to be the LCM of the denominator u;'s ofe;'s,
L _ 1
where a; = L—‘ Jupv;eZtfori=1.2,...nandwesety = ~
L L

Define:
AT — gy —Ojg T

—g3 AT — g, B

det =0 (2)

Ml _
—On1 —Onz 4 Bon

The characteristic equation (4) can be transformed to integer - order polynomial equation if all &;’s are
rational number. Then the zero solution of system (3) is globally asymptotically stable if all roots i;’s of the
characteristic (polynomial) equation (4) satisfy:

IT
larg (A)| = y 5 vi.

. MODEL DESCRIPTION

The dynamic relationship between predator and prey has long been and will continue to be one of the
dominant themes in both ecology and mathematical ecology. It is well known the Lotka-Voltera prey-predator
model is one of the fundamental population models, a predator -prey interaction has been described firstly by
two pioneers Lotka and Voltera in two independent works [6]. Recently great considerations have been made to
the fractional order models in different area of researches. The most essential property of these models is their
non local property which does not exist in the integer order differential operators. We mean by this property that
the next state of a model depends not only upon its current state but also upon all of its historical states. Several
authors formulated fractional order systems and analyzed the dynamical and qualitative behavior of the systems
[3, 4, 8, 9, 10]. In this paper, we introduce the following fractional order system of prey-predator interactions.
The model for our investigation is as follows:

D% x(E) = rx(8) [1 — x(8)] %
b :
D2y(t) = —;j_ﬂ;{igj —ey(t) (3)

where the parameters +. a@. b, ¢ are positive and . &5 are fractional orders.

IV.  EQUILIBRIUM POINTS, STABILITY AND NUMERICAL SOLUTIONS

Numerical solution of the fractional - order Prey - Predator system is given as follows [1]:

206D = (el 1 — ()] - el Dyt )h — Y cf¥x(ty. )

4
j=v
i
i

plte) = (ol Dy () - ey DA% = ) ¢yt

i=v
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where T is the simulation time, &k = 1,2.3,.... N, for N = [Ty, /], and (x(0). v(0)] is the initial conditions.
To evaluate the equilibrium points, we consider

D%x(E) =0
De2y(t) =0
The fractional order system has three equilibriaky = (0,00  (trivial), E; = (1.0 (axial)
andE, = (ﬁ br ﬁ - fi:i“])' The equilibrium pointE; is interior which corresponds to the existence of both

prey and predator species providedi = L.
The Jacobian matrix of the system (3) for equilibriumE® = {z*, ¥*} is

a’y ax
(1 —2x) — - -
Jeey) = u.by(ﬂ + x) b; +x @)
(a+ x)? a+x

From (4), Jacobian matrix for Ej is

JE)=[7 °]

and the eigenvalues of matrix J(Ey) are 4; = + and A; = —c.Using lemma (5), the characteristic equation of the
linearized system (3) at the equilibrium point Ej is

(A% — (A% 1) =0

Jacobian matrix for E; is

a
_?‘" —
1
1(51] _ Bu. +
|:| —_
a+1 g
The eigen values of matrix J(E,) are 4, = —r and 1, = — — c.

a+1
Most of the fractional order differential equations do not have exact analytic solutions. Hence we seek numerical
techniques to analyze the behavior of the system (3). In the following examples, we illustrate the stability
properties of the model by providing time plots and phase portraits.
Example 1.Let us consider the parameter values r = 0.2; a = 1; b = 2; ¢ = 1.3 and the derivative
ordera; = oy = 0,99, For these parameter the corresponding eigenvalues are 4; = —0.2 and 4, = —0.3for

E;, which satisfy conditions largil = a 2: It means the system (1) is stable, Fig-1. Also using lemma (5) the

characteristic equation of the linearized system (3) at the equilibrium point Ej is
(A% —02)(2%¥ +0.3) =0

o
-

a=099;r=0.2;a=1;b=2;c=13
2

09 Prey 12 Predator i

16 141

08
14 (’)12_
07 - b

06 1

L 04t

03 02r

20 20 40 60 0 5 10 15 20 02 03 04 05 06 07 08 09 i
x=1;y=2 x(1)

Figl. Time plot and Phase diagram of Equilibrium point E;
Jacobian matrix for E; is

afb+cy ac
cril —— —_—
B(b—c) b

rib-c)
- ——T 0

Jr{EEJ =

a




American Journal of Engineering 2015

Here Trace of] = cr{l — 2222} and Det of | = %[E: —efa + ).

Fig 2. Phase diagram of Prey Predator Model of system (3)

Example 2.Let us consider the parameters with values r = 1.99; a = 0.2; b = 2; ¢ = 1.25and the derivative
order @y = a; = 0.2, For these parameter the corresponding eigenvalues are 4, = 0.7048 + i0.3537 for E;,

which satisfy conditions |argil = « 2: It means the system (3) is stable, see Fig-3. Also using lemma (5) the

characteristic equation of the linearized system (3) at the equilibrium point E; is
A0 1.40964%7 + 0.6219 =0,

x=1;y=2;a=09;r=19%2a=0.2;b=2;c=125
5

09 45}

08, 4t

50 100 150 200 ‘v 50 100 150 00 102 03 04

05 0 TS
Prey Predator x(t)

Fig 3. Time plot and Phase diagram of Equilibrium point E; with Stability

07 08 09 1

Example 3.Let us consider the parameters with values r = 1.99; a = 0.1; b = 2; ¢ = 1.5 and the derivative order
oy = a; = 0,99, For these parameter the corresponding eigenvalues are 4, = 1.6172 and 4; = 0.3230for

E;, which not satisfy conditions largil = & 2: It means the system (3) is unstable, see fig-4. Also using lemma

(5) the characteristic equation of the linearized system (3) at the equilibrium point E; is
AYE _1.04023% + 05224 = 0.

i e(=O.99;r=1.99éa=0.1;b=2;c=1.5

st
09 s
7L
08 7 '
o7t G
6
06 5t
5 =
o~ T
n o0s n > 4
> >y
04}
3l
3
03
oL
02 C
01 1 T
9 6 ; 0 L L L L L L L L L
0 20 40 60 80 100 0 20 40 60 80 100 0 01 02 03 04 05 06 07 08 09 1
Prey Predator x(t)

Fig4. Time plot and Phase diagram of Equilibrium point E; with Unstability
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Example 4.Let us consider the parameters with values r = 1.99; a = 0.17; b = 2; ¢ = 1.3 and the derivative
order &y = &; = 0.9, For these parameter the corresponding eigenvalues are 4,; =0.1789 + i0.7665 for

E;, which satisfy conditions |argil = « 2: It means the system (3) is Unstable, see fig-5. Also using lemma (5)

the characteristic equation of the linearized system (3) at the equilibrium point E; is

1 55 . —
' x=1y=2; 5L
L a=09;r=19%a=0.17;b=2c=13
08 2 P
\
07 ar % 4
y(® L

o6 35t \
05} 3t £

\
0 5 25 :

\
03 2r ) —
02t . 154 -
) 1 \ . . . . . .

Lh 0 % 0 03 m 50 00 0.1 02 03 04 06 07 08 08 1

AT —0,35792%% + 0.6169 = 0.

50 100 03
Prey Predator x(t)

Fig 5. Time plot and Phase diagram of Equilibrium point E; with Limit Cycle

V. CONCLUSION
In this paper, we considered and investigated the fractional-order predator-prey model. The stability of

equilibrium points is studied. Also we provided numerical simulations exhibiting dynamical behavior and
stability around equilibria of the system.

REFERENCES

[1] Ivo Petras, Fractional order Nonlinear Systems - Modeling, Analysis and Simulation, (Higher Education Press, Springer
International Edition, April 2010.)

[2] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, “Theory and applications of fractional differential equations”, Elsevier,
Amsterdam, 2006.

[3] Leticia Adriana Ramrez Hernndez, Mayra Guadalupe Garca Reyna and Juan Martnez Ortiz, Population dynamics with fractional
equations (Predator-Prey), Vol. 23 (NE-2) Clculofraccionario Novembre 2013.

[4] Margarita Rivero, Juan J. Trujillo, Luis Vzquez, M. Pilar Velasco, Fractional dynamics of populations, Applied Mathematics and
Computation 218 (2011) 1089 - 1095.

[5] K. S. Miller and B. Ross, An Introduction to The Fractional Calculus and Fractional Differential Equations, (John Wiley &
Sons, INC 1993)

[6] Murray JD. Mathematical biology.(2nd ed. Berlin: Springer-Verlag; 1993)

[7] Oldham K. and Spanier J., The fractional calculus: Theory and applications of differentiation andintegration to arbitrary order,
(Academic Press, 1974)

[8] H.A.A. El-Saka, The fractional-order SIS epidemic model with variable population size, Journal of the Egyptian Mathematical
Society (2014) 22, 50 - 54.

[9] Xueyong Zhou, Qing Sun, Stability analysis of a fractional-order HBV infection Model, Int. J. Adv. Appl. Math. And Mech. 2(2)
(2014) 1 - 6 (ISSN: 2347-2529).

[10] A. George Maria Selvam, R.Janagaraj and D. Abraham Vianny, Dynamics in a Fractional Order Prey - Predator Interactions,

Mathematical Modelling and Applied Computing. ISSN 0973-6093 Volume 6, Number 1 (2015), pp. 1-6.

WWW.ajer.org

Page 25




American Journal of Engineering Research (AJER) 2015
American Journal of Engineering Research (AJER)

e-ISSN: 2320-0847 p-ISSN : 2320-0936

Volume-4, Issue-9, pp-26-30

WWW.ajer.org
Research Paper Open Access

Estimation Technique of the number of nodes in underwater
wireless communication network

Eng. Md. Ismail Haque®, Eng. Md. Nurul Anwar Tarek?, Eng. Md. Ar Rafiul

Faisal®
YEEE, International Islamic University Chittagong, Chittagong, Bangladesh)
’(EEE, International Islamic University Chittagong, Chittagong, Bangladesh)
* (Instrument Tx Testing, Energypac Engineering Ltd, Rangpur, Bangladesh)

ABSTRACT : Node estimation is very essential for a network’s proper operation. It is so complicated to
estimate in underwater soundings using conventional techniques. An alternative method of node estimation
based on cross correlation of the signals from the nodes has proposed in this paper. It can be applied to any
environment networks, from underwater to space. But in this paper, underwater wireless communication
network (UWCN) is most significant network. 3D space has considered in this experimental phenomena. For
estimating the number of node, two sensors are used as receiver. In this method, different number of bin has
been used for node estimation. A relative parameters have been discussed which leads us to select the suitable
estimation of network.

Keywords - Bin, Wireless Sensor Network (WSN), Cross-Correlation Function (CCF), Underwater
Communication network (UCN), Node- Estimation

l. INTRODUCTION

The technique of cross-correlation is an essential statistical tool in various fields of interest. It has been
used in communication networks to identify and localize nodes, and for angle of arrival (AOA) estimations of
signals from the nodes in a WSN. Some researchers have used it for the detection of weak signals in the field of
cardiology. In this paper, the use of the cross-correlation function is to estimate the number of signal sources
(nodes in WCN). It begins with the formulation of the cross-correlation of random signals, which is the starting
material and method for estimating the number of nodes in a network. In ad hoc networks where a node needs to
know the number of neighbors, cross-correlation is performed by a computer associated with the node. In other
networks, cross-correlation is performed by a remote computer controlled by testing personnel. All the signals
transmitted are received by the receiving node and recorded in the associated computer, in which the cross-
correlation is performed. Transmission and reception of the signals are performed for a time frame which is
called signal length throughout this thesis. The received signals are the delayed copy of the transmitted signals.
The proposed method does not require any time synchronization and thus the time stamp is not a performance
factor. The communication requirement that need to be satisfied is that the transmitters and the receivers need to
be capable of transmitting and receiving signals for the specified recorded time without becoming overheated.
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Il. FORMULATION OF RANDOM SIGNAL CROSS-CORRELATION
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Figure 1 Distributions of underwater network nodes in 3D space:

(a) N nodes; and (b) only one node

Consider two receiving nodes surrounded by N transmitting nodes in a 3D space, as shown in Figure 1 (a). In
this figure red color indicates sensor and others indicate nodes. Assume that the transmitting nodes are the
sources of white Gaussian signals and are uniformly distributed over the volume of a large sphere, the Centre of
which lies halfway between the receiving nodes, because only a sphere provides equal amounts of signals from
every direction. The propagation velocity is assumed to be constant which, in our case, is the sound velocity, Sp,
in the medium. To make the distinction between the receiving and transmitting nodes easily understandable, we
call them the sensor/receiver and node, respectively.

To formulate the random signal cross-correlation problem in this analysis, the two sensors, H; and H,, and a
node, Ny, are taken at locations (X1,¥1,21), (X2,¥2,22) and (X3,y3,23), respectively , somewhere inside the sphere, as
shown in Figure 1 (b). The distance between the sensors, dpgs is then

doms =00 —X) + (1= ¥2)2 + (21— 2,)°
Consider N; emits a signal, S;(t), which is infinitely long. So the signals received by H; and H, are, respectively:
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Sy, (t) =18, (t—719)
Sy, (1) = 125, (t—73,)

where, ¢;; and ¢, are the respective attenuations due to the absorption and dispersion present in the medium,

= di: and T, = i the respective time delays for the signal to reach the sensors, and Sp is the speed of
Sy Sp
wave propagation.
Assuming z is the time shift in the cross-correlation, and then the CCF

iC,(z) =[S, ()S,, (t—7)dz

Which takes the form of a delta function as it is a cross-correlation of two white Gaussian signals where one
signal essentially is a delayed copy of the other.
The final CCF between the signals at the sensors is:

C(z) = f:s ®S,, (t—7)dz

+oogN N
= I_:Zlajlsj(t —rjl)zlajzsj (t —Tj> —T)d’Z'
1= j=

Which takes the form of a series of delta functions as it is a cross-correlation of two signals which are the
summations of several white Gaussian signals.

1. CCF FOR INFINITELY LONG SIGNAL
If a source emits an infinitely long unity strength Gaussian signal, which is recorded at two sensors with the
corresponding time delays and attenuations, the cross-correlation function of these two signals can be expressed
by a delta function, whose amplitude depends on the attenuations and position will be the delay difference of the
signals from the Centre of the CCF.
Thus, the CCF for such a source is

Cl(T) = allalzé{r - {%}]
p

The CCF for N source is summation of N numbers of deltas with their corresponding positions which are
determined by the delay differences of the signals in the sensors.

ci0-5f %%

P

It is intuitive that if N is larger than the number of bins, b, which is usually the case, the bins are occupied by
more than one delta due to the same delay differences. This increases the amplitude of the deltas in the bins, and
thus the CCF is expressed in terms of bins as

c(e)=> R

Where P; is the amplitude or peak of the Dirac delta &; in the i bin.

The above analytical expression is verified by simulation in the following Figure 2. Here we have used 50 nodes
and 29 bins. The nodes are the sources of equal unity power signal. It is shown that some bins are occupied by
only one, some of them by more than one, and rest of them is empty due to the delay differences in the cross-
correlation process. The results follow the expression where the P; values are as follows.

P]_: P 21— P 24:3, P2: P5= P9=P19: 1, ... and so on.
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Figure 2 CCF in case: N=50, and b=29

V. THEORETICAL ESTIMATION

The cross-correlation problem has been reframed into a probability problem where it is shown that it
follows the binomial probability distribution in which the parameters are the number of nodes, N, and the
inverse of the number of bins, b.
The expected value of the first moment (the mean) of the CCF is:
E(X) =mean, £ ={(C(z))=np 1)

=N =b

Where b is twice the number of samples between the sensors (NSBS), m minus one, as we cross-correlate two
vectors of length mx1; and the second moment is:

E(X ?) =second moment = <C2 (z-)> @)

=(np)? +npq
From (1) and (2), we can obtain the variance:
o? =E(X?) - E(X)% =npq
=Nx@/b)x(@—-1/b)
Then, the standard deviation is:
o = E(X2) — E(X)?
=N x (@1/b)x (1—1/b)
Thus, the ratio of the standard deviation to the mean, R, is:

__[d_[a-imy _[b-y
R=o=u \np \/Nx(l/b) \/N @

This is the relationship between the number of nodes, N, and the ratio of the standard deviation to the mean, R,
of the CCF. Since we know b and can measure ¢ and p (and, therefore, determine R) from the CCF, we can
readily determine the number of nodes, N. Figure 3 shows the theoretical result derived from (3) for b (Figure 3
for 29 bins).

Theritical

Rof CCF
W
n

Number of Node N

Figure 3 Theoretical R versus N: for b =29
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It is clear from (3) that the ratio, R, is also dependent on b. Recalling (3), R = /E and,
N

assumingb >> 1,ie, b —1 ~ b:

R - [P
N
V. ESTIMATION FROM SIMULATION
After cross-correlating signals received at two sensors from a number of random Gaussian signal
sources, the CCF, which is a rectangular pulse over the space between the sensors, can be obtained. Then, it is

easy to estimate the mean and standard deviation of this CCF and, therefore, the ratio, R, as the sampling rate
and d55 are known. In the particular case in which the sampling rate, speed of propagation and d are fixed,

(3) tells us that the ratio, R, is inversely proportional to the square root of the number of nodes, N. Thus, (3)
becomes:

Roo—t_ R__C

N o N

Where ¢ (= +/b —1) is a known constant. Thus, from the simulation, we can readily estimate the number of
nodes by knowing only the ratio of the standard deviation to the mean of the CCF.

VI. CONCLUSION

Estimation of the number of nodes is investigated here with theory (obtained from statistical property
of CCF) and simulation. So, R of CCF is the suitable estimation parameter for fast and efficient size estimation
of underwater network using cross-correlation based technique. It can be seen from the results that the proposed
technique is good enough for estimation. This simple and novel technique might be an effective alternate of the
protocol techniques.
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ABSTRACT:-This paper investigates the applicability of Artificial Neural Networks in predicting the
propagation path loss in the wireless environment. The proposed path loss prediction model composed of Feed
Forward Neural Network trained with measured data using levenberg-marquardt algorithm.The system consists
of a GUI application for predicting path loss using various models suitable for different environments.A
comparative analysis of measured path loss and predicted path loss is done.

Keywords: -Path loss prediction, artificial neural networks, measured path loss, predicted path loss

l. INTRODUCTION

Path loss is the degradation in received power of an Electromagnetic signal when it propagates through
space. Path loss is due to several effects such as free space path loss, refraction, diffraction, reflection, coupling
and cable loss, and absorption. Path loss depends on several factors such as type of propagation environments,
distance between transmitter and receiver, height and location of antennas. Propagation models are used
extensively in network planning, particularly for conducting feasibility studies and during initial deployment.
Radio engineers carried out signal strength measurement for a specific area and compared the observed output
with that of predicted outputs from different widely accepted propagation models so as to find out which model
best predict the path loss for the given scenario. Many propagation models are available for path loss
predictions.These models can be broadly classified into two models deterministic and empirical models.
Deterministic models are based on the laws of electromagnetic wave propagation whereas Empirical models are
based on extensive collection of data for specific case [1,2].

To encompass the benefits of both models Artificial Neural Network models are proposed. As ANN
models can easily comply with different environments and it has high processing power. ANN models can be
built according to the type of model depending on the scenario required. Artificial neural networks (ANNs) have
also been proposed to obtain prediction models that are more accurate than standard empirical models while
being more computationally efficient than deterministic models. ANNs have been shown to successfully
perform path loss predictions in urban environments [4, 5, 6]. Therefore, to obtain an ANN model that is
accurate and generalizes well, measurement data from many different environments had been used in the
training process. The trained ANN model consist of inputs that contain information about the transmitter and
receiver locations, surrounding buildings, frequency, etc. while the output gives the propagation loss for those
inputs. The feasibility analysis of different models has been done for macrocellular propagation environments in
Hyderabad city by taking four different areas namely: Amber Nagar, Osmania University, Vidya Nagar and
Zamistanpur and Field Strength Measurements offers a better means to understand what path loss model to use
in certain propagation environments. Field strength measurements were conducted on the existing GSM (948.2,
951.4, 949.8, and 948.8) MHz Network of BSNL Telecom on the locations of interest.

1. ARTIFICIAL NEURAL NETWORKS
Artificial Neural Networks (ANNS) are relatively adaptive models based on the neural structure of the
brain. The brain learns from experience. Artificial neural networks try to mimic the functioning of brain. An
ANN is configured for a specific application, such as pattern recognition or data classification, through a
learning process.
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The network is composed of a large number of highly interconnected processing elements (neurons)
working in parallel to solve a specific problem. Neural networks learn by example. By examples ANN can
create its own model [4,5].

In this work the ANN are trained using the measured field data to create its own model of behavior.
Later on this model can be used for predicting path loss values by observing the measured values. With this
generalization is achieved. There are many types of network architectures used. In this work feed forward
network is used for simplicity. This network (Figure 1) consists of one or more hidden layers, whose
computation nodes are called hidden neurons or hidden units. The function of hidden neurons is to interact
between the external input and network output in some useful manner and to extract higher order statistics. The
source nodes in input layer of network supply the input signal to neurons in the second layer (1st hidden layer).
The output signals of 2nd layer are used as inputs to the third layer and so on. The set of output signals of the
neurons in the output layer of network constitutes the overall response of network to the activation pattern
supplied by source nodes in the input first layer [5,7].

Input Hidden Layer Output layer

layer
Figure 1: A Multi-layer feedforward network

Training of Artificial Neural Networks
Once a network has been structured for a particular application, it is ready for training. At the
beginning, the initial weights are chosen randomly and then the training or learning begins using training

algorithms. There are many algorithms available for training a neural network but the simplest one is gradient
descent method. Levenberg Marquardt (LM) training algorithm is used for the project.

Levenberg Marquardt algorithm is one of the fastest training algorithm for moderate sized networks [5,8].

The LM algorithm is a combination of gradient descent method and the Gauss Newton method. LM
algorithm was designed to approach 2nd order training speed without having to compute the hessian matrix.
Hence the Hessian matrix is computed as,

H=]7] 1)
Where the gradient is computed as,
9=/"e @)
Where,
J is the Jacobian matrix that contains first derivatives of the network errors
e is a vector of network errors

The LM algorithm uses this approximation to the Hessian matrix in the following Newton like update is given
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as,

Xepr =X — T+ W] e ©)

When the scalar p is zero, it will act like Newton’s method using the approximate Hessian matrix.
When p is large, it acts like gradient descent with a small step size. Newton’s method is faster and accurate near
an error minimum, so the aim is to shift toward Newton’s method as quickly as possible. Thus p is decreased
after each successful step and is increased only when a tentative step would increase performance function. In
this way, the performance function is always reduced at every iteration of the algorithm [5,8].

LM algorithm was found to be one of the fastest algorithms that fits for the optimal configuration of
the proposed ANN model.

1. METHODOLOGY

Measured data was collected to train and tune neural network model, so that it can create its own
behavior of radio waves. GSM base station data was provided by the Bharat Sanchar Nigam Limited (BSNL)
which is a telecom company owned by Government of India. The base station data sheet consists of the location,
cell identity, transmitted power, height of all the base stations near the Osmania University where the
experiments were done. GSM module was mainly used to capture received signal strengths from the base
stations. GSM data sheet is in the form of +CCED format.

The receiving antenna was held on the top of the car. The experiment setup consists of GSM modem
(Wavecom WMO01-G900) and a laptop with suitable interface installed on it. The car was driven starting from
the main base station to the neighboring base stations. At all instants Received signal strength were captured.
Four parameters namely distance, frequency, mobile station height, base station height were considered as input
parameters and a 4-4-1 network was created.

A set of path loss data recorded at distances of 100m to 1km for the three different base stations were
taken and was used for training. 400 measurement samples of each were used. 75% of data was used for
training, 15% was used for validation, and 15% was used for performance evaluation. Training was continued as
long as it decrease the network’s error on the validation samples.

During the training phase weights were adjusted and modified in order to obtain minimal error so that
the error between the actual output and the desired output is minimized.

V. RESULTS
The main aim was to develop an ANN model that accurately predicts the propagation path loss. This
paper presents the path loss prediction made using free space path loss, Egli, Hata, Cost-231, Walfisch-lkegami
and Neural network model. Path loss exponent is calculated for all the models and the neural network model
was found to be the best suited prediction model. The path loss exponents computed for the prediction models of
the three base stations are tabulated in Tablel.

Table 1: Path loss exponent values of all the models.

Base Stations Measured Free Space | Egli Hata Cost 231 Walfisch Neural
Path loss Path loss Ikegami Network
Amber Nagar 5.3 2.0 4.0 3.6 3.6 2.6 5.0
Osmania University 4.7 2.0 4.0 3.5 35 2.6 4.6
Vidya Nagar 4.6 2.0 4.0 3.6 3.6 2.6 4.6

The performance of the ANN model was evaluated by making a comparison between expected and the
measured values using error metrics. The error metric used here is mean square error (mse). The mse values
computed for the ANN model are tabulated in Table 2.

Table 2: Mean square error values of the ANN model.
Distance 0.2km 0.4km 0.6km 0.8km 1.0km Average
mse(dB) 2.77 2.73 2.68 2.63 2.58 2.67

Table 3 presents the mse values for all the models to show the better accuracy of the ANN model.
Table 3: Mean square error values of the ANN model.
Free space Egli Hata Cost 231 | Walfisch Ikegami Neural Network
14.77 10.73 3.68 4.63 10.58 2.67
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From the above statistics it is noted that the ANN model has an average of 2.67dB mse value. This value falls
below 6dB which is better for good signal propagation [2].
Below figures show the best performance obtained during the training process and also regression plot.
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Figure 2 : Training performance and regression ploft of the proposed ANN model.

V. CONCLUSION

The proposed ANN model for path loss prediction gives better performance compared to the empirical
models. As ANN’s are capable of best function approximation they are useful for the propagation loss
modeling. ANN model was found to be more accurate than empirical models and computationally efficient than
deterministic models. A test bed is provided for validating the loss for each scenarios by considering different
models. The GUI system developed makes easier to plan the best value of parameters for the specified path loss
based on the need. ANN model can be used to take account of various types of environments based on measured
data taken in the desired environment.

VI. RECOMMENDATIONS

The ANN model provides transcription for new models. For better path loss prediction, by introducing
of additional parameters during the training process such as buildings, trees, mountains, road orientation makes
it more feasible and efficient. This is to make sure that the path loss calculated indicates overall obstacles. The
outcome of this model can be used for interference estimation and frequency assignment planning for new
network. Telecommunication companies in Hyderabad can use this model for realistic planning of GSM
networks, intelligent placement of base stations, link budget analysis, and frequency re-use, better coverage
predictions and interference reduction. Path loss and received signal strength can be used to estimate user
position.
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Abstract: A settling basin being one of the major components in any water treatment plant be it small or large
scale was design for a small village community with an access river or stream water source. The capacity of the
settling basin is taken as 10m® which is same dimension of the flocculate so as to ease construction and better
flexibility of unit to future expansion. The overflow rate of the settlement tank is evaluated to be 51.84m/day
with a settlement velocity V; of 0.06m/s.
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l. INTRODUCTION

Preliminary settling is the most widely applied method to heavily silted and turbid waters. This makes
use of gravity for particles to settle from a suspended state in the water usually from the top to the bottom of the
settling tank, the time of settling depends on many factors: which includes the densities of the particles and
water, the design of the tank etc. Although a further settling is needed for treatment process, this is employed to
reduce the proper settling which occurs later in the stages at a sort of uniform velocity.
Some of the tank designs used is the Horizontal flow or the vertical basins. The Horizontal-flow basins tend to
be a better type of pre-settlement basin especially in cases of waters with high amount of silt and turbidities. The
vertical flow basins tend to be difficult to operate once the dry silt by weight is 1000mg/1. Where this occurs It
is helpful to put in a small, non-chemically assisted horizontal flow basin immediately upstream of the vertical
flow, to keep the peaks of suspended solids well below 1000mg/1 [1].
Once the provision of pre-settlement tanks where conditions require them can be assumed, it follows that all
water reaching a main settling basin will have suspended solids of less than1000mg/1 by dry weight and under
these conditions any properly designed and operated basin should be able to produce water fit to admit to rapid
gravity sand filters. [1]

Settling basin:

Settling tank, sedimentation basin are synonymous terms and signify the chamber in which settlement occurs.
Such chambers mostly belong to two great families, namely horizontal flow tanks in which the direction of
water flow is predominant horizontal and vertical flow tanks in which the water enters the bottom and overflows
from the top.

Il. SEDIMENTATION
When silt-laden water is admitted to the still conditions of a sedimentation basin its velocity tends to
fail to zero, its capacity to transport solids disappears, and the solids begin to settle.
It has long been established that a discrete particles setting freely through water quickly attains a constant
velocity [3].

V(B - D] (1)
Where,

V, = velocity of settlement cm/s
g = acceleration due to gravity (981cm/s?)
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¢ = drag coefficient

s = specific gravity of the particle

v = volume of the particle, cm®

Ac = projected area of particle, cm?

From the above equation, it can be seen that increases in the size of the particle (V) and the drag coefficient (c)
speeds up and slow down respectively [3]. Most of the spherical particles of concern in water treatment settle in
accordance with a modified form of equation (1) known as Stokes Law, in which Vs can be written as,

Vs = E(ﬂﬁ:)d ORI )

Where,

p1= density of the particle, g/cm?

p = density of the fluid, g/cm®

u= dynamic viscosity of the fluid, g/cms

d = diameter of the particle, cm

Or in term of the kinematic viscosity i.e v = E .......................................... (3)

-9 . 2
VS_LBL‘.’.'I {_I'-_l'l E‘:]d ............................ (4)

For settling in Strokes Law region, the drag coefficient (c) is 24/Re, where (Re) is the Reynolds number and
thus it decreasing as the Reynolds number increases. Reynolds number is also inversely proportional to
Kinematic viscosity, which decreases with rising temperature thus; higher water temperature decreases the drag
coefficient and increases the rate of settlement [1].

1. DESIGN CONSIDERATIONS

Pure theory is of very little use in designing a settling basin. For one thing it is difficult to predict the
worst condition under which the basin will have to operate. Although laboratory tests on a series of sample will
give an indication of the most suitable types of basin and the required doses and of optimum floc formation and
settling velocity, general factors of safety have to be allowed before the results can safely be applied in practice.
Each of the four functional zones of sedimentation basins and flotation tanks presents special problems of
hydraulic and process design that depend on the behavior of the suspended matter within the tank, during
removal and after deposition as sludge or scum [3].
Size, density and flocculating properties of the suspended solids, together with their tendency to entrain water,
determine the geometry of the settling or rising zone. Their concentration by volume and the contemplated
length of storage establish the dimensions of the bottom zone and the scum zone [3].
Putrescence and excessive accumulations are divided by removing sludge more or less continuously.
Mechanical removal, it is said, becomes economical when the volume of settle able matter (including entrain
water) is more than 0.1% the volume of the transporting liquid. [3] Removal devices affect tank design as well
as tank operation. Thermal convection currents and wind-induced currents are held in check by housing or
covering the tanks. The proper number of units is a matter of wanted flexibility of operation and economy of
design [3].
Horizontal-flow tanks and vertical flow tanks have been constructed in great variety, some of which are
Circular, Square or rectangular in plan. They vary in depth from 7 to 15ft, 10ft being a preferred value. Circular
tanks are as much as 200ft in diameter, but they are generally held to a 100ft maximum so as to reduce wind
effects. Square tanks are generally smaller. A side length of 70ft is common. Rectangular tanks have reached
length of almost 300ft but a 100ft limit is generally imposed [2]. Except for steep sided sludge hoppers, the
bottom of most settling tanks slopes gently. Common values lie close to 8% for circular or square tank and 1%

for rectangular tanks. Foothold on a slippery surface becomes precautions at a slope of 1% in. per ft. The slopes

of sludge hoppers range from 1.2:1 to 2:1 (vertical: horizontal). They should be steep enough for the solids to
slide to the bottom [3].

The laboratory approach for the design of horizontal — flow basins are as follows.

Tests should be made to determine the period required for the water to settle naturally in a cylinder equal in
depth to the basin without the addition of coagulants or stirring. In many quite heavily turbid waters the samples
quickly show a clear dividing line between the upper clarified zone and the lower zone of settled silt. If this
period is short and the line of demarcation is well defined, flocculation is probably not necessary. If the period is
lengthy and the zone of junction is blurred, colloids are probably present and flocculation is essential. A
commonly accepted settling velocity for well-formed floc is about 3m/h [1].

The time it takes for the average suspended solids of the water at all draw-off points above the silt lime to fall to
2mg/1 should be multiplied by a factor of safety of 3 to arrive at the nominal retention capacity of the settling
zone of the basin. The factor of safety allows for inefficiency of the basin due to streaming.
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On the more salty rivers commonly found in the tropics, characterized by high temperatures and heavy silt
particles, 4h basins are common, but where conditions are particularly difficult (low temperature, colloids and
heavy silt) 6-9h retention is not uncommon and in some of the more difficult cases pre-sedimentation tanks and
flocculation are also necessary[1] . If coagulant aids are found to be effective it is probable that the above
retention times could be reduced, but these aids need skilled administration and may not be suitable for use in
developing countries [1].

The depth of the settling zone is normally about 3m; hence for turbid water one should add 0.6m in which
precipitated silt can accumulate while awaiting removal.

Other recent developments in the design of settling basins include the spiral flow basins in which the water
follows through an upward spiral path. This originated in Egypt to deal with exceptionally difficult waters.
Others include the multi-storey tanks, where it is used when space is limited or structural cheapness, by building
structures of two or more storeys. Other types of settling basins include the plated tanks. The plated tanks
operate, by allowing the water to pass through plates supported by hangers and dog-legged, such that the silts
deposit on the plates and slides down form plate to plate though the gaps, on to a belt scraper and can thus be
ejected. Other types of recently developed designs of settling basin includes the lamella separator, the Hopper-
bottomed sludge blanket basins and the modified hopper-bottom designs, the accelerator type solid contact
clarifiers, the pulsator and the separator are recent developments in settling basins design.

V. SETTLING BASINS DESIGN
A continuous-flow basin can be divided into four zones,

1. Inlet zone, in which influent flow and suspended mater disperse over the cross section at right angle to
flow.

2. A settling zone in which the suspended particles settle within the flowing water.

3. A bottom zone in which the removed solids accumulate and from which they are withdrawn as
underflow.

4, Outlet zones in which the flow and remaining suspend particles assemble and are carried to the effluent
conduit [2].

The paths taken by discrete particles settling in a horizontal flow rectangular or circular basin are almost the
same. They are determining by the vectors sums of the settling velocities (Vs) displacement velocities (V) of the
basin [2].

Consider a particle settling with velocity (Vscm/s), and being carried horizontally by water flowing at a velocity
(V cm/s).it would follow the inclined path AB. and by comparing similar triangle, the particle would just reach
the bottom when V¢/V = D/L. if,

Q is rate of flow m*/s,

W is width of basin m,

Alis area (FWL) m?

Then, )

Q= :Ews' ............................... (5)
And,

Ve T2 Qe (6)

The quality% is known as the overflow rate or velocity. It is generally stated in meters per day [1].

The importance of surface area in the simple theory of settlement is clear and it would logically appear that the
depth of the basin and therefore the retention time of the liquid is of little significant [1].
Fig 1.0 below shows the theoretical settlement in a horizontal flow basin.
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In upward flow basins settlement in the upper regions is controlled by making the area (A) of the tank
sufficiently big, so that V= V;, where v is the upward velocity of the water (%) and Vs the settling velocity of

the particle. When this condition is achieved the particle must be settling through the rising water and
clarification must result [1].
In practice, the upward velocity of water is kept down to about half the settling velocity of the floc particles. The
normal velocity of settlement of well-formed floc is about 3m/h. if coagulant aids are used this may become 6-
10m/h, and where the floc is consolidated pulsing or other devices, it may be somewhat more. In a softening
plant the settling velocity of the particle of calcium carbonate is about 8m/h, applying the commonly used factor
of 0.5, many upward flow basins are provided with designed to limit the upward velocity of the water [1].
To ease construction and better flexibility of unit to future expansion, the settlement basin is designed to the
same dimension as the flocculation tank. In this project a flocculation tank has being design with the follow
dimensions 2m X 2m X 2.5m as well.
Natural settlement time of the water as tested is 20min, hence the retention time in basin 3 X natural settlement
time. Where, 3 is a factor of safety.
It follows that retention time = 3 X 20 = 60min or 1 hr.
For a well formed floc, in a horizontal flow basin equation (6) gives the settlement velocity V; as
Vs=100Q/A = 100 X 0.003/L X B
Where L and B are the length and breadth respectively, Thus, Vs =100 X 0.003/2 X 2.5 = 0.06m/s]
The settlement velocity of the particles is therefore 0.06m/s. The value Q/A is the overflow rate = 0.003/2 x 2.5
Overflow rate = 0.0006m/s

=0.0006 X 3600 X 24 metres per day

= 51.84m/day

V. MATERIAL SELECTION AND SPECIFICATION

The settlement basin is to be constructed with bricks; the floor should be slanted upwards by 10% of its
height, 0.9mfrom its entry. This is done to facilitate the easy collection of silt at the lowest point of the tank,
with a drain plug for sludge removal during maintenance. The drain is a tapered steel material with larger and
smaller diameters of 100mm and60mmrespectively, which is fitted to the floor of the tank during construction.
A steel rod 2.2m long and 10mm diameter is welded to a similar tapered solid steel (the plug) which is machined
to fit into the drain this serves as a valve for the control of sludge removal, The steel rod is bent into a handle
and is controlled from the top of the settlement tank.
The top of the settlement tank is covered with a light wood material 15mm thick cover the whole area of the
tank.
The entry pipe is 1m long and 100mm diameter, which is provided with a union 0.5m from entry for future
expansion. See diagram for necessary details.

VI. CONCLUTION
Great simplicity and economy was taken into account in the course of the design, this is necessary for a
water treatment plant to be located in the villages where skilled maintenance personnel may not be readily
available. However, the simplicity does not in any way compromises the required standard and safety
consideration needed.

The sedimentation tank were both designed to the required purpose and made of materials appropriate for their
efficient performance.
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Abstract: The objective of this study was to investigate the effect of pretreatment and operating temperature
during the anaerobic digestion by using rice straw as biomass. The experiment was conducted for 30days under
both for mesophilic 30 to 40°C and thermophilic 45 to 60°C condition by continuous digestion process. Rice
straw is a lignocellulosic biomass use as feedstock with to effect of pretreatment by NaOH was investigates for
biogas generation. Quantity of biogas yield was reported as 0.73m?, hence pH level was 7.2 is obtained at 50°C
was achieved in 18" day of thermophilic anaerobic digestion with respect 0.58for mesophilic digestion at 10"
day of anaerobic digestion, Since the thermophilic anaerobic digestion having higher biogas yield compare to
mesophilic anaerobic digestion process.

Keywords: Anaerobic digestion, biomass, biogas yield, NaOH, pretreatment, rice straw.

I. Introduction

The main aim of this research to investigate the performance of thermophilic and mesophilic anaerobic
digestion using pretreated rice straw used to produce biogas yield. Lignocellulosic biomass and composition was
selected in this study. Hence in India, lignocellulosic materials such as agricultural residues are abundant but
most of them are not applied efficiently for energy purpose. While biogas production from rice straw is obtain a
very good response due to its economical and eco-friendly usage of agricultural residues. [Zheng, i et al, 2014]
is reported that the lignocelluloses is a plant biomass, primarily consists of three major elements such as
cellulose, hemicelluloses and lignin. The other constituents such as water and proteins do not participate in
organizing the structure of the material. The conversion of agricultural wastes to energy and application of
biogas had been widely accepted by household digestion process. The biogas anaerobic digestion of rice straw
converted into life fuel and also transformed to high quality of organic fertilizer reported by [Sathish S et al,
2015].

In the agricultural wastes, particularly rice straws having high lignocellulosic, hemicelluloses and

cellulose are penetrating with the rigidifying binding material is known as lignin. The polysaccharides are not
usable for bioconversion process. Hence pretreatment is involved to overcome the physical block of lignin and
case sugar available for the microorganisms’ indicated by [Mette Hedgard et al, 2005].
Due to the unmanageable properties of lignocellulosic biomass, alkaline pretreatments can be conducted on this
research since the lignocellulosic biomass to enhance the specific biogas production (sbp) in anaerobic
digestion. [Mtui, God et al, 2009] was suggested the characteristic of the lignocellulosic biomass is presented in
Table 1. Since that the rice straws contain high lignin delivering its anaerobic digestion delay compare with
formal digestion methods so, these rice straws cannot be directly used for biogas generation in this research. So
to crack the lignin content using different pretreatment methods can be implemented which include the
biological and chemical pretreatment methods in anaerobic digestion technology.

Table .1characteristics of the lignocellulosic biomass

S.No | Characteristics Mean Value (%)
1 Physical characteristics (wet basis )
a) Moisture 89.6
b) Total solid 91.4
¢) Volatile Solid 84.6
d) Ash 20.30
e) Specific gravity 20.56
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2 Chemical characteristics (dry basis )
(i) Elemental analysis

a) Carbon 44.24

b) Hydrogen 05.70

¢) Nitrogen 02.16

d) C/N ratio 28.51

ii) Organic composition

a) Hemicellulose 38.5(0.9)
b) Cellulose 8.6(0.7)
¢) Lignin 9.7

Indian government has approached the sustainable rural energy development in the last ten years, and one of the
most important issues is to increase the biogas production by promoting pre-treatment of technique for biomass
and different temperatures. The idea of biogas production is to alter the physical and chemical structure of
lignocelluloses through applying with NaOH pretreatment with different slurry temperature working in this
experimental study. These studies proved that maximum biogas yield obtained from when slurry temperature at
50°C. Alkali pretreatment consists in the addition of alkali solution like NaOH, KOH, and Ca (OH) , or
ammonia to remove lignin and hemicelluloses. The first steps in alkali pretreatment are salvation and
saponification. NaOH is one of the more effective alkaline reagents and has been used to treat a variety of
lignocellulosic feedstock were used anaerobic digestion process [Zhu, J, et al, 2010].

[Vivekanandan S et al] reported the Among various pretreatment methods, sodium hydroxide (NaOH) has been
proved to be capable of releasing digestive material from the cell wall and is suitable for upgrading
lignocellulosic materials

It is founded from the present study that biogas yield increased from temperature 50 to 55°C in thermophilic
anaerobic digestion process. Since, [Yadvika A et al.2004] is suggested that the temperature of thermophilic
anaerobic digestion process is prefered worldwide because, it is very easier to operate and improve the digester
efficiency. Thermophilic bacteria are more stable than the mesophilic bacteria. It produced high quality of
biogas and methane yield.

previous studies [Santosh y et al, 2004] described that the While rice straw and rice husk materials are reluctant
to the impact of temperature, this almost presence of lignin and enhancement of silica (Just about 21-27%) in
both the case of agricultural residues.

The reactor curbing lignocellulosic biomass sustained at 55°C produced more gas than the bio-reactor
maintained at 45°C [Kim et al, 2006]. In virtually all the cases of biogas generation potential as well as the
biogas yield was the highest at 56°C followed by 50 and 45°C respectively reported by [Garba et al, 1996].

Il. Experiments and methods

The cow dung and rice straw used in this study were collected from nearly village at Chidambaram
town, the cow dung were used as an inoculum of the digester. The rice straw was grounded into 0.5 to 1.2mm
particle by using grinding machine after being air dried. The straws are pretreated with NaOH. First 8% NaOH
was dissolved in water to prepare NaOH solution and this solution was added with rice straw (RC) and mixed
completely. Alkali pretreatment (Sodium hydroxide) has been studies in many literatures. Therefore Alkali
pretreatment requires normal temperature and pressure and it also the dilute NaOH pretreatment makes the
substrates (lignocelluloses) swollen, and then the degree of crystalline decreases and structure of lignocellulosic
material has been destroyed. The moisture content of the straws is adjusted to 80% by adding water. This
procedure is reaped in all 30 days of experiment. Figure 2.1 and 2.2 showed that the Line diagram and
photographic view of the experimental setup. In this study the experimental values are compiled using trial and
error methods followed by [Montgomery et al 2014].
The pretreated rice straw mixed with water using floating drum anaerobic continues digestion process carried in
1m® portable digester. The total volume of the digester was 1000liters with an effective slurry volume of
700liters. For digester loaded with waste by volume 40:60 and waste by water 30:70 and the feeding
concentration of 80, 90,100 and 110,120 were used for this study. Feeding concentration was defined as the dry
weight of rice straw feed per liter and the effective volume of the digester (kg/l TS). The digester slurry
temperature was seeded with a mesophilic 30 to 40°C and thermophilic 45 to 60°C were operated in this study.
Figure 2.1and2.2 illustrates the photographic view of the alkaline biomass and anaerobic digester.
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The experiment was started and the gas volume was monitored daily for 30days of retention time. The
pneumatic stirrer used in the digester, since this device agitates the digester slurry at every 2 to 8sec for both the
digestion periods. The gas production was measured at intervals of about 24 hours by [Air bug gas flow meter]
and pressure and temperature of the digester was measured using thermocouples and pressure gauge. The pH
formation of the digested slurry was measured using pH redox meter.

I11. Results and Discussion

From the results shown that the biogas production was found to be higher with optimum temperature for
methanogenesis bacteria is 50 to 55°C compare to 30 to 45°C mesophilic anaerobic digestion. During the 18"
day and third week, the rate of digestion was more and biogas yield achieved at 0.73m>. The optimum pH level
was 7.2 reductions in pH level causes major problem during the mesophilic anaerobic digestion reported by
[Sathish S et al 2015]. Figure 3.1 and 3.2 illustrate the biogas yields and different slurry temperature with
respect to Retention time.

The results indicate that the gas production stopped at an average 30days HRT using daily anaerobic digestion
process. This is because of the balanced nutrition and proper earlier digestion. When the rice straw was added in
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this digester, the flow rate of biogas yield increased with 220 I/day to 320 I/day, which is the most prominent
value compared to other agricultural wastes also examined by [Suntikunaporn et al, 2014]. The anaerobic
digester working at the optimum temperature for biogas production means increase temperature range, which
should not have negative effects in the anaerobic digestion process. Therefore it is suggested to carry out similar
experiments to test the effect of temperature production using various agricultural wastes at 50°C. From this
result, anaerobic digestion of pretreated rice straw and recorded that the flow of biogas yield by thermophilic
anaerobic digestion was higher than that of mesophilic digestion process. It is incurred from the present study
that with enhance the temperature from 30 to 60°C, in thirty days of experiment.

The results examine variety of lignocellulosic biomass biogas yield is larger for higher temperatures. The
anaerobic digestion carrying lignocellulosic biomass maintained at 50°C. Generate more quantity of biogas than
the anaerobic digestion maintained at 40 and 60°C reported by [Kim et al, 2006]. Hence the temperature
improves the biogas yield as well as the efficiency of the anaerobic digester. The digester working in
thermophilic condition was interesting because it resulted to faster reaction rates and high quantity of biogas
production compare to mesophilic condition.
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Hence the biogas generation mainly depending on the solids concentration and amount of microorganisms
presence in the feeding materials [AOAC, 14TH EDITION 1980]. So pretreatment of rice straw is generally
required for biogas generation. The process of pretreatment to eliminate the lignin and hemicelluloses enhance
the microorganisms and porousness of materials. Amongst various pretreatment methods NaOH method has
been tested to be capable of eliminating material for promoting lignocellulosic biomass [Alriva p et al, 2010]. So
from this result alkali pretreatment as well as the NaOH addition can be also extended to the continue digestion
tests 8% of NaOH dose was obtained maximum gas production from this research.

This study would provide relevant information about the effect of temperature and these treatments on biogas
production from rice straw (lignocellulosic) materials. Figure 3.4 and 3.5 shows the substrate concentration and
pressure of the anaerobic digester during the digestion periods. The biogas yield was greatly increased at
substrate concentration at 110kg. The average biogas productivity 0.73m* was also higher with substrate
concentration at 110kg compared with other feeding concentrations.

The anaerobic digestion process is strongly determined by change in pH formation. It is takes place optimum
neutral condition of the pH is 7 and optimal value of pH among with 6.8 - 7.5[MonaH et al, 2013].
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The results indicated that, NaOH pretreatment was attributed to more balanced nutrients and enhance the
buffering capacity of the digester. From the results indicates that of NaOH pretreatment is yet another cause for
effective biogas yield from the rice straw with abundant rich lignocellulosic rice crop residues. The effect of
alkalinity is to improve the biogas yield significantly. Furthermore, pretreatment of straws was proven shorten
digestion time by approximately 50% reported by [Ye, J et al 2013]. The digester obtained at a maximum
pressure of 0.16 bars in 14" day of digestion and 0.59m?® volume of biogas produced from the digester.

When the digester slurry stirred at 6sec that time digester recorded highest biogas yield in 0.62 to 0.73m*. The
results indicated the potentiality of rice straw, with substrate concentration at 110kg and pH maintained 7.2 in a
thermophilic anaerobic condition at 50 to 55°C and also the digested slurry stirred at 6sec in same condition of
an anaerobic digestion process. Figure 3.6 illustrates the Agitation time of the digester slurry with respect to
Retention time.
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Using the constitutional stirrer, the slurry was agitated regularly to circulate and keep up uniformity of
temperature, hence the thickening and caking of impurities was prevented by [Onah D.U.2014]. Previous results
proved that he NaOH pretreatment is an effective method to improve the biodegradability of corn stover with
straws and anaerobic biogas production. The NaOH does used in this study were 4%, 6% 8% and 10% on dry
basis of corn and straws. The optimal dose of NaOH was 8% and the recommended thermophilic temperature at
50°C to 60°C and loading rate was 120 kg/L, Under these conditions the biogas production achieved was 48.5%
more than the control (without pretreatment) with a BioEnergy gain of 71% was obtained by [Pang et al 2008].

IV. Conclusion
The experimental results that biogas could be efficiently produced from pretreated rice straw and both
the temperature ranges using continue anaerobic digestion process. The NaOH pretreatment applied to anaerobic
digestion contributes to promoting the degradability of the feed stock and increasing the biogas yield. Finally the
thermophilic digestion offers advantages over mesophilic digestion by increasing the rate of biogas yield and
efficiency of the digester.
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ABSTRACT: In this work, we report GaN high-electron-mobility-transistors (HEMTs) on SiC with gate
lengths of various dimensions for optimum performance. 125 pm gate width, 4 pm drain source spacing
AlGaN/GaN HEMTs with gate lengths of 0.3, 0.6, 0.8, and 1.0 um were fabricated. For devices with the gate
lengths in the range of 0.3-0.8 um, with an increase in gate length, the output power density (Poy) at 4 GHz is
increased from 1W/mm to 1.5W/mm, although the lgsmax, Im. frand frax values are decreased in acceptable limits.
The great enhancement in Py, with the increase in the gate length is due to fact that the increase in gate length
affects the controllability of the electric field under the channel; hence the peak value of the electric field under
gate contact decreases and the electric field variation under the gate contacts is smoother. For the device with
the gate length of 1.0 pm lgsmax ,» Om Values are almost the same as the values with the gate length of 0.8 um, but
P.ut is decreased, since with this gate length the increase in parasitic capacitances is more effective and this
limits the improvement due to the gate length increase.

Keywords -GaN HEMT, Gate length, RF power applications, coplanar waveguide, and power amplifiers.

l. INTRODUCTION

AlGaN/GaN high-electron-mobility-transistor (HEMT) devices are of great interest for high power,
high frequency, high temperature and low noise radio frequency (RF) applications due to their high breakdown
electric field, high breakdown voltage, high saturation velocity and high thermal conductivity'!. In addition,
AlGaN/GaN HEMTSs include high conduction band offset and high piezoelectricity resulting in high current
density and high power density compared to GaAs and InP based HEMTs!*!,

In this work, a systematic study of the effect of the gate length on small signal gain, output power,
efficiency and cut off frequency is presented. GaN-HEMTS are fabricated with different gate lengths. Increasing
the gate length helps control the electric field under the channel that is caused by gate contact. Thus, it decreases
the peak electric field value and the electric field distribution is smoothened under the gate contact, resulting in
the improvement of the breakdown voltage and the output power performance of the HEMT. The benefit is due
to the reduced high-field trapping effect resulting in the prevention of electron emission and electron trapping.
As a result, the increase of the gate length helps the reduction of the current collapse effect of the HEMTs. In
addition to output power performance, increasing the gate length also has an impact on the noise performance of
HEMTSs.

The schematic and layout of the designed HEMT is given in Fig. 1 and in Fig. 2. In Fig. 1, L is 0.6
pum and four different gate lengths are designed as 0.3, 0.6, 0.8 and 1.0 um. The thickness of the SisN, dielectric
passivation layer is 300 nm. The measured HEMT devices have six fingers and the average gate-to-gate distance
is 60 pm (Fig. 2).
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Fig.1. Schematic of an AlIGaN/GaN HEMT structure.

Fig. 2. Layout of an AlGaN/GaN HEMT structure.

1. DEVICE REALIZATION
An AlGaN/GaN HEMT epitaxial structure was grown on a semi-insulating SiC substrate by metal organic
chemical vapor deposition®®!. The epilayer consists of a 15 nm AIN nucleation layer, 2 um undoped GaN buffer
layer, approximately 1.5 nm AIN interlayer, 20 nm undoped Al ,Gag7sN layer and a 2 nm GaN cap layer on
the top of the structure. The Hall mobility was 1384 cm?V*s whereas the sheet carrier concentration was
1.51x10" cm?,
The fabrication process flow diagram of the HEMTs is shown in Fig. 312,
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Fig. 3. Flow chart of the GaN HEMT fabrication process.

Mesa etching was performed with ICP-RIE with a Cl,/BCls/Ar gas mixture. Ohmic contacts were formed by
evaporated Ti/Al/Ni/Au (12 nm/120 nm/35 nm/65 nm) metals by the e-beam evaporation method and annealing
them in nitrogen ambient at 850 °C for 30 s. Ohmic contact resistance was 0.12 Q-mm and the sheet resistance
was 508 Q-0 measured by using the transfer length measurement (TLM) patterns. Ni/Au (50 nm/300 nm) was
deposited for gate contacts. The devices were passivated with a 300 nm-thick SisN, layer grown by plasma-
enhanced chemical vapor deposition. After the passivation, the openings, where the interconnect metal will be
deposited on, were formed by means of the dry etching of ICP-RIE with CHF3 gas. The airbridge post structures
were constituted for preventing any case of the short circuit of the metals by functioning as a jumper. Finally, a
relatively thick Ti/Au metal stack with e-beam evaporation was deposited as an interconnection on the sample,
and then the fabrication process was completed with this last step. Figure 4 shows a 6x125 pm wide device’s
optical microscope image and Figure 5 shows the SEM images of the gates with L= 0.3, 0.6, 0.8, and 1.0 um.
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Fig. 4 Optical microscope image of fabricated 6x125um HEMT.

Fig. 5. SEM images of gates with an (A) 0.3 um, (B) 0.6 um, (C) 0.8 um, (D) 1.0 pm gate length (L ).

1. RESULTS AND DISCUSSIONS
DC on wafer measurements were performed using an Agilent B1500A semiconductor device parameter
analyzer. For DC 1V characterization, the gates were biased from -6V to 1V in a step of 1 V, and the drain
current-voltage (lg—Vgs) characteristics were measured for a 6x125 um AlGaN/GaN HEMT with Ly = 0.3, 0.6,

0.8, and 1.0 um (Fig. 6). It can easily be seen that all of the devices have good pinch off characteristics and the
devices completely pinch off at V= -5V.
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Fig. 6. Drain current-voltage (Igs—Vgs) characteristics of a 6x125 um AlGaN/GaN HEMT with Ly = 0.3, 0.6, 0.8,
and 1.0 pum. The gate bias was swept from +1V to -6 V in a step of -1 V.
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The extrinsic transconductance (g,) for all the devices was also measured. Fig. 7 shows the transconductance
(gm—V4s) characteristics of 6x125 pm AlGaN/GaN HEMT with Ly = 0.3, 0.6, 0.8, and 1.0 pum. It is seen that the
maximum value of g, is above 250 mS/mm for all the devices.

The change in the Iy, max and gy, values as a function of the gate length is given in Figs. 8 and 9, respectively.
As can be seen in Figs. 8 and 9, lg, max and gm are decreased with the increase in Lgy from 0.3 to 0.8 um. A
maximum lgs, max OF 960 MA/mm was obtained for the shortest gate length, i.e., Ly = 0.3 pm, and a minimum I,
max OF 852 MA/mm was obtained for Ly = 0.8 um. A maximum gy, of 236 mS/mm was obtained for the shortest
gate length, i.e., Ly = 0.3 pm, and a minimum g, of 203 mS/mm was obtained for Ly = 0.8 um. Igs, max and
gmwere not changed with the increase of Ly from 0.8 um to 1.0 um. The maximum current density of 852
mA/mm and the extrinsic transconductance of 203 mS/mm was obtained for both Ly = 0.8 um and Ly = 1.0 pm.
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Fig. 7. Transconductance (gm-\Vgs) characteristics of a 6x125 um AlGaN/GaN HEMT with Lg = 0.3, 0.6, 0.8,
and 1.0 um. The gate bias was swept from—6to 1 Vinastep of 1 V.
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Fig. 8. The change of Iy max @s a function of the gate length.
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Fig. 9. The change in g, as a function of the gate length.
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According to these results, it can be said that when the gate length increases up to an optimum point,
this increase helps the controllability of the electric field under the channel caused by the gate contact. Thus, it
decreases the peak value of the electric field and improves the smoothness of the electric field under the gate
contact. Due to this effect, the movement of electrons along the 2DEG channel is more difficult and this results
in the decrease in maximum current density and the extrinsic transconductance. There is no change in the
maximum current density and the extrinsic transconductance when the increase of the gate length is over the
optimum point, because over the optimum gate length, the electric field under the channel caused by gate
contact does not change any more.

On-wafer radio frequency (RF) measurements were carried out using a Cascade Microtech Probe and an
Agilent E8361A PNA in the 1-20 GHz range. The change of the unity current gain cut off frequency, f, and the
maximum oscillation frequency, fma as a function of L is shown in Figs. 10 and 11, respectively.
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Fig. 10. The change of unity current gain cut off frequency (f;) as a function of the gate length.
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Fig. 11. The change of the maximum oscillation frequency (f..x) as a function of the gate length.

The unity current gain cut off frequency (f;) and the maximum oscillation frequency (fnax) Were decreased
with the increase in Ly due to the increasing capacitive effects as expected™ . A unity current gain cut off
frequency (f) of 36 GHz and maximum oscillation frequency (fm.) of 48 GHz were obtained for Ly = 0.3 pm
and a minimum unity current gain cut off frequency (f) of 9.5 GHz and maximum oscillation frequency (fmax)
of 30 GHz were obtained for the Ly = 1.0 um.

A large signal load pull measurement was carried out using a Maury Microwave automated load pull system
at 4 GHz to obtain output power performance. The data were taken on-wafer at room temperature without any
thermal management. All the HEMTs were measured at a drain bias of 30 V, and the output powers were
obtained at 2dB gain compression. A summary of the output power values obtained as a function of the gate
length is shown in Fig. 12. The output power was increased when Ly was increased from 0.3 to 0.8 pm. A
maximum output power of 1461 mW/mm was obtained for Ly = 0.8 um and a minimum output power density of
1012 mW/mm was obtained for Ly =0.3 pm.
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Fig. 7. Summary of output power as a function of the gate length. The devices were biased at Vg = 30 V, Vg =
-2.9 V and 4 GHz.

The output power density of HEMTs was decreased when Lg is above 0.8 pm. Up to the optimum value of the
gate length, the increase in gate length smoothens the electric field under the gate contact and decreases the
electron emission and electron trapping. As a result it helps the reduction of the current collapse and increases
the output power density of the HEMTs. Ly of 0.8 pum is optimum for the HEMTs with 4 pm drain-source
spacing. When the gate length exceeds the optimum length, the electric field under the channel caused by gate
contact does not change, but due to the decrease of Ly (gate drain spacing), the increase in parasitic
capacitances especially in gate drain capacitance, Cgbecomes effective and this limits the gain and output power
performance of the HEMTS.

The DC, small signal, and large signal results are summarized in TABLE 1.

TABLE I. Summary Of The Results Of The AlGaN/GaN HEMTs with Varying Gate Length.

Ly (um) 0.3 0.6 0.8 1.0
Ommax(MS/mm) 236 213 203 203
lgs max(MA/MM) 960 903 852 852
fi (GHz) 36 17 12 9.5
finax (GHZ) 48 37 33 30
Output Power (mW/mm) @2dB comp. 1012 1216 1461 1034

IV. CONCLUSION

A systematic study has been performed to investigate the effect of a gate length on the DC
characteristics, small signal gain and large signal performance of GaN-channel HEMTs. For HEMTs with six
fingers, 125 um gate width, 4 um drain-source spacing, 300 nm-thick SisN, as a dielectric passivation layer, an
optimum gate length was found to be 0.8 um for maximum RF output power performance. It was observed that
the increase in the gate length from 0.3 um to the optimum gate length, 0.8 um, results in increase of
controllability of the electric field under the channel caused by gate contact and decreases the leakage current.
Thus it decreases the maximum current density and the extrinsic transconductance, but increases the RF output
power density of HEMTs. When the gate length is over the optimum value of 0.8 um, the length between drain
and gate contacts decreases below 2.2 um, the capacitive effects between the gate and drain begin to dominate
and the output power density of HEMTSs are decreased. In order to improve the power density performance
further the drain-source spacing should be improved as a future work and then it may be possible to obtain
larger gate lengths without any degradation in output power density values of HEMTSs.

V. ACKNOWLEDGEMENTS
This work is supported by the projects DPT-HAMIT, DPT-FOTON, and NATO-SET-193 as well as
TUBITAK under Project Nos.113E331, 109A015, and 109E301. One of the authors (E.O.) also acknowledges
partial support from the Turkish Academy of Sciences. The authors would like to acknowledge Gokhan Kurt,
Yildirim Durmus, Huseyin Cakmak, Pakize Demirel, Omer Cengiz, Orkun Arican, Sinan Osmanoglu, Dogan
Yilmaz, Burak Turhan, Ayca Emen and Semih Cakmakyapan for valuable support.




American Journal of Engineering 2015

[1]
[2]

[3]
(4]

[5]
(6]

[7]
8]
[9]
[10]
[11]

[12]

[13]
[24]

REFERENCES
S. J. Pearton, J. C. Zolper, R. J. Shul, F. Ren, Journal of Applied Physics 86, (1999)
S. T. Sheppard, K. Doverspike, W. L. Pribble, S. T. Allen, J. W. Palmour, L. T. Kehias, T. J. Jenkins, IEEE Electron Device Lett
20, 161 (1999).
W. Lu, J. Yang, M. A. Khan, I. Adesida, IEEE Trans Electron Devices 48, 586 (2001).
J. W. Johnson, A. G. Baca, R. D. Briggs, R. J. Shul, J. R. Wendt, C. Monier, F. Ren, S. J. Pearton, A. M. Dabiran, A. M.
Wowechack, C. J. Polley, P. P Chow, Solid-State Electronics 45, 1979 (2001).
V. Kumar, A. Kuliev, R. Schwindt, M. Muir, G. Simin, J. Yang, M. A. Khan, |. Adesida, Solid-State Electronics 47 1577 (2003).
R. Tulek , E. Arslan, A. Bayrakli, S. Turhan, S. Gokden, O. Duygulu, A. A. Kaya, T. Firat, A. Teke, and E. Ozbay, Thin Solid
Films 551, 146 (2014).
E. Arslan, S. Turan, S. Gokden, A. Teke, E. Ozbay, Thin Solid Films 548, 411 (2013).
S. Corekgi, M. K. Oztiirk, Hongbo Yu, M. Cakmak, S. Ozgelik, and E. Ozbay, Semiconductors 47, 820 (2013).
O. Kelekei, P. T. Tasli, S. S. Cetin, M. Kasap, S. Ozcelik, and E. Ozbay, Current Applied Physics 12, 1600 (2012).
Kelekei, P. T. Tasli, H. Yu, M. Kasap, S. Ozcelik, and E. Ozbay, Physica Status Solidi A 209, 434 (2012).
X. L. Wang, C. M. Wang, G. X. Hu, J. X. Wang, T. S. Chen, G. Jiao, J. P. Li, Y. P. Zeng, J. M. Li, Solid-State Electronics 49,
1387 (2005).
W. Luo, X. Wang, H. Xiao, C. Wang, J. Ran, L. Guo, J. Li, H. Liu, Y. Chen, F. Yang, J. Li, Microelectronics Journal 39, 1108
(2008).
W. Dongfang, Y. Tingting, W. Ke, C. Xiaojuan, L. Xinyu, Journal of Semiconductors 31, (2010).
D. Liu, M. Hudait, Y. Lin, H. Kim, S. A. Ringel, W. Lu, Solid-State Electronics 51, 838 (2007).




American Journal of Engineering Research (AJER) 2015
American Journal of Engineering Research (AJER)

e-ISSN: 2320-0847 p-ISSN : 2320-0936

Volume-4, Issue-9, pp-54-56

WWW.ajer.org
Research Paper Open Access

Extraction of Soluble Sodium Silicate using Corn Cob Ash as a
Silica Source

B.A. Ajayi’, S.S. Owoeye'
!Department of Glass and Ceramic Technology, Federal Polytechnic, P.M.B. 5351, Ado- Ekiti, Nigeria.

ABSTRACT: Extraction of soluble sodium silicate was carried out in this study using corn cob ash as silica source and
alkali as soda source. Initially, received corn cob was burnt in open air to obtain the corn cob ash. The obtained corn cob
ash was then placed inside refractory crucible and further heating was carried out inside muffle furnace at the
temperature of 600°C for 5hrs. The thermally treated corn cob ash was mixed with 3M conc. NAOH and boiled with a
constant stirring in a heating glass vessel placed inside a thermostatic water bath at 80°C for 4hrs and 90°C for 3hrs
respectively. Various analyses such as PH value, specific gravity, electrical conductivity, viscosity were conducted on the
produced sodium silicate and the results were compared with the reference sodium silicate sample.

Keywords: corn cob ash, sodium silicate, PH, viscosity

l. INTRODUCTION

Corn has been identified as one of the most planted staple food crop in the world. For every 100kg
corn grain 18kg of corn cob is approximately produced according to International Grain Council, 824million
tons of corn was produced worldwide in the year 2011. Corn has been found to be one of the prominent staple
foods in Nigeria with an estimated annual production of 9.4million tons, the cobs produced from corn are
mainly used as manure for agriculture production [1]. Corn cobs as mostly practice all over are either thrown out
as waste to landfill or burnt, a process with low added value, adding ash to soil; causing environmental impacts
[2]. Most corn cobs generated in Nigeria are either sent as waste to landfill or as low grade fuels which poses a
serious threat not only in storage but also for disposal, for example the combustion of corn cob is contributing to
an increase in the amount of CO, in the atmosphere causing greenhouse effect. CO, being one of the green
house gases and can result in global climate change. It has been estimated that corn cob contains a high amount
of SiO, (>60%) which is being occupied by useful land or treated as waste [3]. Silica has been successfully
extracted from different agricultural materials like rice husk [4-5]. [6] Also prepared and characterized nanoSiO,
from corn cob ash by precipitation method.

The production of Na,SiO; basically comprises four main stages according to [7]: (i) calcinations of a
mixture of Na,CO; and natural Quartz or sand (SiO,) in furnace at 1400°C -1500°C to produced a solid glass;
(ii) Dissolution of the produced solid glass in a reaction vessel under high pressure and temperature to produced
Na,SiO; solution and impurities (not reacted silica); (iii) Optimal filtration depending on the purity desired,
(iv)Evaporation of H,O from the silicate solution for the production of solid sodium silicate.

Based on the energy consumption with burning fuel to reach high temperature of calcinations, this
process is consider as being expensive besides production of air pollutants such as dust, Nitrogen and SiO, [7].
There is also a process different from the calcinations method used in industrial scale which is based on reaction
of SiO, with concentrated sodium hydroxide (purity>99%) in autoclave, under high temperature and pressure as
explained in some patents work [8-9].

This present work however extract soluble sodium silicate from corn cob ash (CCA) as silica source
and concentrated NaOH as soda source using adapted method stated by [10]

Il. MATERIALS AND METHOD
2.1. Combustion and heat treatment of corn cob into ash
The as-received corn cobs were first washed and dried, after drying it was placed inside a perforated
cylinder pan for combustion into ash. 60g of the obtained ash was then placed inside an alumina crucible and
put inside a muffle furnace and heated at a temperature of 600° for 5hrs to reduce the carbonaceous matter and
increase the percentage of active silica content.
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2.2. Chemical analysis of the corn cob ash (CCA)
The chemical analysis was carried out using Atomic Absorption Spectrometry at the National Research
Institute, Zaria, Nigeria. From the results of the AAS analysis it shows that the CCA contains 58.01% SiO..

2.3. Weighing of the corn cob ash (CCA)
Two samples A and B measuring 15g each was weighed from the obtained corn cob ash which were later
reacted with conc. NaOH and heated in a glass vessel at a temperature of 80°C and 90°C repectively.

2.4. Preparation of 3M NaOH

The preparation of 3M NaOH was carried out by firstly calculating the molarity of the sodium hydroxide pellet
using the formula below.

Molarity = mass/molar mass x 1/ volume

Molar mass of NaOH = 32+16+1 = 40.

For example, to prepare one litre.

3 =mass/40 x 1/1

Mass = 3 x40 = 120g.

This means 120g of NaOH Pellets will be dissolved in one litre of distilled water.

The solution was achieved by dissolving the NaOH pellets inside a 500ml conical flask containing distilled
water using stirring rod to stir it until the pellets dissolve totally.

2.5. Reaction in the heating bath

From literature, for every 10g of CCA, you react with 60ml of NaOH [11]. 90mlI portion of the 3M NaOH
was poured inside 250ml Erlenmeyer flask containing 15g weighed sample of CCA placed inside a thermostatic
heating bath and the temperature set to 80% for 4hrs and 90°C for 3hrs for samples A and B respectively with
continuous stirring. The solutions were then allowed to cool to room temperature after the experiment. The
solutions obtained from samples A and B were filtered using a Whatman No. 41 filter paper into separate 250ml
round bottom flask and the residue left on the filter paper was discarded.

1. RESULTS
Table 1. Chemical Composition of the Corn Cob Ash at 600°C for 5hrs

A|203 SiO, Fe,05 K,O Na,O MgO MnO, CaO LOI
9.2 58.01 3.05 4.1 4.94 4.1 3.2 10.4 3.0
Table 2. Analysis of the Produced Sodium Silicate and the Reference Sodium Silicate

PH Value | Electrical conductivity | Specific Viscosity Characteristics

ps/cm gravity Centipoises
glem®

Sample A at | 12.9- 1068 0.8231 280 Syrupy  liquid,
80°C for 4hrs | 13.0 high alkalinity
Sample B at | 12.7-12.8 | 1072 0.8509 400 Syrupy, alkaline
90°C for 3hrs liquid
Reference 8-13.0 1.39 830 Syrupy liquid
sample

IV DISCUSSION
4.1. Corn Cob Ash Characterization
Table 1 shows the chemical composition of the CCA sample obtained using Atomic Absorption
Spectrometry. The analysis revealed that inorganic content of this ash contains a good percentage amount of
SiO, (58.01%) which actually justify its use as a source of silica for this research.

4.2. Analyses of the produced Na,SiO;

Table 2 shows the results for the various analyses conducted on the produced Na,SiOs; which were
compared with the reference sample. The results showed that PH values for samples A and B ranges from 12.8-
12.9 and 12.9-13.0 respectively; specific gravities are 0.8231 and 0.8509 respectively while the electrical
conductivities are 1072 ps/cm and 1068 ps/cm for the two samples at 80°C and 90° C respectively. The samples
A and B has viscosities of 280 and 400 centipoises respectively while they both exhibited characteristic syrupy,
high alkalinity liquid.
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4.3. Clay deflocculation test

From the clay deflocculation test, it was observed that sample A required more drops before the effect can
be seen in a slip compare to sample B. Both samples however works in deflocculation but not as potent as the
reference sample. This might however be attributed to the low temperature employed in this research compare to
reference sodium silicate produced industrially.

V. CONCLUSION
It can therefore be concluded from the various analyses conducted and in comparison with the reference
Na,SiO; that the product is actually sodium silicate solution. However, the only shortcoming is the issue of low
viscosity which has to do with parameters such as temperature, amount of silica extracted from the CCA.
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Abstract. This paper mainly concerned with existence of solution of fractional delay integrodifferential
equation in Banach space. The results are obtained by the fixed point theorem.

1. INTRODUCTION

Fractional calculus deals with generalization of integrals and derivatives
of noninteger order. Fractional calculus involves a wide area of applications
by bringing into a broader paradigm conceps of physics, mathematics and
engineering [12, 14]. In [3, 13| the authors have provided the existence of
solutions of abstract fractional differential equations by using fixed point
techniques. Several authors have been discussed different types of nonlinear
fractional differential and integrodifferential equations in Banach spaces.

The theory of impulsive differential equations has undergone rapid devel-
opments over the vears and played a very important role in modern applied
mathematical modeling of real processes arising in phenomena studied in
physics, population dynamics, chemical technology and economics. In [2, 8]
Benchohra et al. established suflicient conditions for the existence of solu-
tions for a class of initial value problems for impulsive fractional differential
equations involving the Caputo fractional derivative of order 0 < ¢ < 1 and
1 <qg<2.

Anguraj and Karthikeyan [4] proved existence for impulsive neutral inte-
grodifferential inclusions with nonlocal initial conditions via fractional op-
erators. Benchohra and Seba [7] studied the existence of nonlocal Cauchy
problem for semilinear fractional evolution equations.Balchandran and Tru-
jjilo [5] investigated the nonlocal Cauchy problem for nonlinear fractional

integrodifferential equations in Banach spaces.
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In the paper we consider the fractional impulsive delay integrodifferential
equation of the form
(1.1)
‘Di(z(t)) = A(t,z)z(t) + f(t, xt,fot h(t,s,zs)ds), teJ=[0,T], t#t
Az|i=, = Li(z(ty)), t=tr, k=1,2,..,n
x(0) = xg
where 0 < ¢ < 1 and the state z(.) belongs to Banach space X endowed
with the ||.||, A(¢,z) is a bounded linear operator on a Banach space X. D}
is the Caputo fractional derivative. f is a continuous function. [, : X — X,
Az(ty) = z(t])—=z(ty ) with z(t] ) = limp_o+ z(t+h), z(t; ) = limp_o- (tp+
h), k=1,2,3,.m,0 =t <t1 <ta < ... <tp <tpt1=T.
The rest of this paper is organized as follows. In section 2, some prelimi-
naries are presented. In section 3, we study the existence and uniqueness of
solutions for the impulsive fractional system (1.1). In section 4, an example

is given.

2. PRELIMINARIES

In this section we introduce some basic definitions, notations, lemmas

and mathematical preliminaries which are used throughout this paper.

Definition 2.1. The Riemann-Liouville fractional integrable operator of

order ¢ > 0 of function f € L'(R") is defined as
1

B0 = i [ s(9ds, 150

where I'(.) is the Euler gamma function and L? is Banach space of Lebesgue

measurable functions with ||l||zc > oc.
Next we introduce the Caputo fractional derivative.

Definition 2.2. The Caputo fractional derivative of order ¢ > 0, n — 1 <

g < n, is defined as
t
DY f(t) = — 1 / (t — 5)m=0=D [ (5)ds. 1> 0
I'(n—q) Jo

where the function f(¢) has absolutely continuous derivative up to order
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(n—1).

If 0 <q<1, then

1 ‘ _
Dg, f(t) = ml (t = )"0 O (s)ds
where fW(s)ds = Df(s) = L= and f is an abstract function with values

ds
in X.
FRACTIONAL CALCULUS 3

Lemma 2.3. For ¢ > 0 the solution of fractional differential equation
¢Diz(t) = 0 is given by

:C(t) =cyp+ct + (:th 4+t Cn—lfn_l.

where c; € R,i=0,1,2,......n—1, (n = [q]+1) where [q] denotes the integer
part of ¢ > 0.

Lemma 2.4. A function x : (—oo,T] — X is said to be a solution of
system (1.1) if x(0) = =g, the impulsive condition Ax|,—, = I(z(t,)),
k = 1,2,3,...n is verified the restriction of x(.), to the interval Jp(k =
0,1,2,...n) is continuous and following integral equation holds for t € J.
(See [1], Lemma 4.2)

(2.1)

’xo+ﬁ Z f”*_ (te — )" A(s, )z (s)ds + g [, (= )77 A(s, )(s)ds
z(t) = Z j;t:l )17 f(s, g, [y h(s. T, 2, )dT)ds

—1—@ ftk t— $) (s, e, [y h(s, 7,2, d’r)ds—l—M%;q Ii(z(t))).

3. MAIN RESULT

We assume following conditions to prove existence of the solution of
equation (1.1).

(H1) A:Jx X — B(X) is a continuous bounded linear operator and there

exists a constant M > 0, such that the function satisfies the Lipschitz

condition

|A(t,z) = A(t,y)l|Bx) < M

(H2) f:Jx X x X — X is continuous and there exists a constant L > 0,
such that

|z —y||, forall z.yelX.
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I (tusz) — F(to.9)]| < Lllu—vl| + = —yll, forall =,y u.ve X.

(H3) h: A x X — X is continuous and there exists a constant L; > 0, such
that

Ih(t, 5,2) — Bt 5, )| < Lalle —yll, forall z,y € X.
(H4) The functions I : X — X are continuous and there exists a constant
Lo > 0, such that
[ Ii(x) — Ix(y)|| < Lo||lzr —yl||, foreach z,ye X and k=1,2,..m

Let B, = {u € X : ||u|| < r} for some r > 0. For bravity let us
take v = % and K = sup,, [[A(Z,0)]|, N = max., [|f(£,0,0)],
Ny = max( gea ||h(t, 5, 0)|.

4 R. P. PATHAK AND PIYUSHA S. SOMVANSHI

From (H1) we observe that for any = € B,,
A, z)[| < [[A(E, ) — A 0)|| + [|AE 0)|| < M|lu|l + [[AF,0)|]| < Mr + K

Further we assume that
(H5) ||zol| + v(m + 1)((M, + K)r + My) + mLsr < r where Mg = Lr +
LI Tr + LN/T + N.
(H6) Let p = ~(m+1)[(2Mr+ K+ L+ LIL{T)+mlLs] be such that 0 < p < 1.

Theorem 3.1. If the hypothesis (H1)-(H6) are satisfied, then fractional

delay integrodifferential equation (1.1) has a unique solution in J.

Proof. Let Q = PC(J : B,.) as in [6]. Define the mapping ® : Q — Q by

(3.1)

bu(t) =xg —|— Z (tk — )T A(s, z)z(s)ds + %/ (t — )1 A(s, z)z(s)ds

0<£ <t th—1 r( ) t

Z (tk — 5)17 (s, xg,fg h(s, 7,2, )dT)ds

D<t <tV -1

1 N : )
+Wftk(tk_5) lf(saiﬂs,/{; h(s, T, x;)d7)ds + Z I (z(ty;).

O<tp<t

and we have to show that ® has a fixed point. This fixed point is then

a solution of equation (1.1). We know from [6] that ®B, C B,. From the
assumptions we have
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1 1
[P (t)]| <H”E0||+— Y. f (t — s)* | A(s, @) || || (s |d5+mf (t = 8)" Y| A(s, )| [|2(s)||ds
D<tk<t k-1 a) Ji,
1 [ 1 ¢
(te — )7 || (5,24, / h(s,T,z,)dr)|ds
F(q [}<tzk<t f_1 0

: E*Sq_l 5T S s, T,z )dT)||ds x(t; r
g L [ il Y ) <

O<tp<t

Thus ® maps B, into itself. Now for z, 2" € (), we have

FRACTIONAL CALCULUS 5
|Pax(t) — da'(1)] <r7 3 / b — )L A(s, 2)(s) — A(s, a')a (s) | ds
0<t <t -1

L _ )t s,x)x(s s.2)x'(s)]|ds
+F(q)/(t VU A(s, 2)x(s) — A(s, 2')e'(s)||d

Z f (tr — 8)7 Y| f (s, zo. j:h(s,'r,:cr)d.'r) - f(s,x;,ﬁs h(s, 7,2 )dr)|ds

D<Ek<t Te—1

1 o s e ,
+W/¢k(t_5) I (s, "cg,/o' h(S,T,;I?T)(I‘-T)—f(S,CCS,/O h(s, 7,z )dr)|ds

+ > () = (@' (1)

O<tp<t

< [y(m+ 1)(2Mr + K + L+ LL,T) + mLo]||z(t) — 2'(t)|
< plle —2.
Since 0 < p < 1, then ® is a contraction mapping and therefore there exists

a unique fixed point z € Q such that ®2(t) = z(¢). Any fixed point of P is
the solution of (1.1). [

4. EXAMPLE

Consider the following fractional delay integrodifferential equation with

impulsive condition of the form

(4.1)

1 z(sint) 1

t
- —l.r(s'ms)d te ] ot 1
(:r—|—3)21—|—:c(5111t)+9£e ' % rES %2’

‘Diz(t) = 214(1 + sinz(t))z(t) +

(4.2)

Arl_: = |2(3 )|_
T3 e(z)l

(4.3)

z(0) = zg

where 0 < ¢ <1, take J=1[0,1], T =1
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Let

A(t,x) = i(l + sina(t)),

T T
let H(x,) = / h(t,s, x.)ds = / e a=(sing g4
) Jo

1 x(sin t)
(f +3)21 + x(sint)

F(t,xz, H(x)) = + H(xy), < .J, x e X.

[ R. P. PATHAK AND PIYUSHA S. SOMVANSHI

Let u,v € X and ¢t € J. Then we have

t ) t ‘ 1 1
G-t = | [ et [Tt < Jatsing v ol < fllel
0 J0 - ;

17t 21Ge) = £ 0 = | g (T oy — Ty ) + 50 = 110u)|
1 z(sint)  y(sint) 1 2} —
= H (t+3)2 (1 +a(sint) 1 +y(sint)) H * HQ(H(' o) H(yt))H
< gl — vl + 1H @) = Holl < gle =l + | Hw) = Hl.

Hence the condition (H1)-(H3) hold with M = 3;, L = &, L1 = . Here
K= i Let z,y € X, we have by (H4)

1 (x) — L (o)l =

€T .

vy H _ 3lle—yl
34+x 3+y B+2)3+y)
Note that Ly = % Choose r = 1, m = 1. We shall check the condition
y(rre + 1L)(2N 7 + W + L + LT T) +9nls << 1

It satisfies indeed

(4.4) ~(rre + ) (2Mr + K + L + LI\ T) + milo <= 1 = I'(g + 1) => %_
which is satisfied for some g = (0, 1]. Further (H5) is satisfied by a suitable
choice of xg. Then by theorem 3.1 the problem (4.1)-(41.3) has a unique

solution on [0.1] for the wvalues of g satisfying (<.4).
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Abstract: Modern life becomes easier and wireless communications play an important role to do so. In
computer networking, wireless technology is a modern alternative to networks that use cables. Li-Fi is a
wireless communication system in which light is used as a carrier signal instead of traditional radio frequency
as in Wi-Fi. Li-Fi is a technology that uses light emitting diodes to transmit data wirelessly. Li-Fi is a form of
Visible Light Communication (VLC). VLC uses rapid pulses of light to transmit information wirelessly that
cannot be detected by the human eye. In modern age everyone wants to use wireless data but capacity is drying
up. Wireless radio frequencies are getting higher, complexities are increasing and RF interferences continue to
grow. In order to overcome this problem in future, light —fidelity (Li-Fi) become a better technology. This new
wireless technology can save a large amount of electricity by transmitting data through the light bulbs. Li-Fi is
a better alternative to Wi-Fi and WiMAX in wireless communication. Li-Fi has thousand times greater speed
than Wi-Fi and provides security as the visible light is unable to penetrate through the walls, which propose a
new era of wireless communication. Such technology has brought not only greener but safer and cheaper future
of communication. Despite of numerous advantages of Li-Fi technology, there exist some drawbacks also. Line
of sight propagation problem is one of them. So we proposed a new method that not only reduces this problem
buy also increase the performance of this technology.

Keywords: Wi-Fi (Wireless Fidelity), WiMax, Li-Fi (Light Fidelity), VLC, LED, Photo detector, LoS

l. Introduction

There are many factors which have been considered for the need to converge IEEE 802.x wireless network
technologies. These factors range from device interoperability, cost effectiveness, manageability, service
scalability and availability, and bandwidth usage. Due to their flexibility wireless networks, are becoming the
preferred form of communicating data, voice and video, which were traditionally being transferred using
separate networks [1], [5]. As number of user increases in wireless network, their requirement increases that
leads to decreases in speed proportionally. It is still in shortage for accommodating huge requirements of users
[3]. To rectify this limitation of Wi-Fi in small coverage area, WiMax has been introduced. WiMAX is a
wireless communications standard designed to provide 30 to 40 megabit-per-second data rates, with the 2011
update providing up to 1 Ghit/s for fixed stations. Due to the technological development, A new era in wireless
communication is soon going to hit the word, A German physicist, Herald Hass who evolve a method to transfer
data through illumination which he called it as D-light (or LI-FI). LI-FI which is a very advanced version of WI-
Fl is basically light fidelity which uses visible light communication instead of radio wave communication as in
WI-FI. As speed of light is way faster than radio waves hence it can be used with a speed of around 250 times
more than any high speed broadband and its speed is above the 1 Gbps[4 ].

1. Wi-Fi (Wireless Fidelity)
Wi-Fi is a local area wireless computer networking technology that allows electronic devices to network, mainly
using the 2.5 gigahertz (12 cm) UHF and 5 gigahertz (6 cm) SHF bands and it is based on the Institute of
Electrical and Electronics Engineers (IEEE) 802.11 standards [2]. The computers and handsets enabled with this
technology use radio wave to send and receive data anywhere within the range of a base station. Wi-Fi typically
provides local network access for around a few hundred feet which works up to 54 Mbps in 20 MHz channel. To
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connect to a Wi-Fi LAN, a computer has to be equipped with a wireless network interface controller. All
stations share a single radio frequency channel. Transmissions on this channel are received by all stations within
range. A typical wireless access point using 802.11b or 802.11g with a stock antenna might have a range of 35
m (115 ft) indoors and 100 m (330 ft) outdoors. IEEE 802.11n, however, can more than double the range also
varies with frequency band.

Advantages of Wi-Fi
Wi-Fi allows cheaper deployment of local area networks
Wi-Fi Protected Access encryption (WPAZ2) is considered secure, provided a strong passphrase
Wi-Fi is a core technology in GPS Industries Applications.
Wi-Fi technology available in hotels, airports, etc., will be more inclined to bring laptop with us
Frees network devices from cables, allows for a more dynamic network to be grown.
Changes the way people live, communicate, work and play
isadvantages of Wi-Fi
Spectrum assignments and operational limitations are not consistent worldwide
The 802.11b and 802.11g use the 2.4 GHz spectrum which is crowded with other devices.
Power consumption is high compared to other standards, making battery life and heat a concern.
It is not always configured properly by users[2]

VVVVOVVYVYYVYY

1. WiMax

WIMAX (Worldwide Interoperability for Microwave Access) is a wireless communications standard designed to
provide 30 to 40 Mbps data rates, with the 2011 update providing up to 1 Gbps for fixed stations.[wiki] WiMAX
is a technology standard for long-range wireless networking. WiMAX equipment exists in two basic forms base
stations, installed by service providers to deploy the technology in a coverage area, and receivers, installed in
clients. It is also known as the IEEE 802.16 wireless metropolitan area network, along with the development of
mobile communication and broadband technology and it has become a hot spot for global telecom operators and
manufacturers [1],[5]. WiIMAX is gaining popularity as a technology which delivers carrier-class, high speed
wireless broadband at a much lower cost while covering large distance than Wi-Fi[7]

IV.  LiFi (Light Fidelity)

Disadvantages
Advantages

w

Line of site is needed for longer connections

»  Single station can serve undreds of users. #  Weather conditions like rain could interrupt the signal.
Much faster deplovment of new users comparing to wired netw

»
»  Speed of 10 Mbps at 10 kilometers with line-of-site.
¥ ltis standardized and same frequency equipment should work

Other wireless equipment could cause interference.
WIMAX is verv power intensive technology

7
»
# It requires strong electrical support
»

together. Big installation and operational cost

Visible Light Communications Project in which several universities together has achieved 3.3GBps of the three

primary colors from a small LED. Combined of this makes a total in excess of 10GBps of what is known as Li-
R

Li-Fi (Light Fidelity) as coined by Prof. Harald Haas during his TED Global talk is bidirectional, high speed and
fully networked wireless communications, like Wi-Fi, using visible light [6]. As the speed of light is faster than
radio waves hence it can be used with a speed of around 250 times more than any high speed broadband.
Recently the use of internet is increasing and hence traffic is also increasing. Due to the disadvantage of Wi-Fi
such as it covers Small distance, more traffic slower speed, costly. These limitations are overcome by Li-Fi
which can be used for large coverage of area, traffic handling capacity, cheaper. It transmits data through LED
which changes its intensity faster than human eye and that intensity is captured by a detector. Estimated
transmission of data is around 10GBps. A recent project in foreign universities proved that, Ultra-Parallel
Visible Light Communications Project in which several universities together has achieved 3.5GBps of the three
primary colors from a small LED. Combined of this makes a total in excess of 10GBps of what is known as Li-
Fi [4].
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A. Working Principle of Li-Fi and Proposed Method

Server Streaming Lamp | LED
<>—> Content "| Driver Lamp
=
Internet Power )
A
Photo Proposed
Detector ><—
A
Received Data |« Amplification [« Electronic
processor | /

Figure 1: Working principle of Li-Fi

B. Working procedure[8]
The following factors are essential for the proper function of Li-Fi technology. These are:
1. Server
A server is a system (software and suitable computer hardware) that responds to requests across a computer
network to provide, or help to provide, a network service. Internet and server run parallel. When we type a site
for example-google.com, it sends request to various servers and finally sending request to the server of Google
in USA. Finally after analyzing the request Google server sends us the required information in various packets.
All this happens in a few seconds.

2. Lamp Driver

|_LED(DC)

Data Source [+ Baseband » DAC :# TCA LED Tx
_‘/ _‘/ R

Modulator

Free space channel

“Line of sight

Data Sink

<:: Demodulator [+— ADC <: BP <:: TIA F: PD Rx

Figure 2: Working of lamp driver

Components of Light driver

i. Baseband modulator: Baseband modulation and demodulation techniques are fundamental to communication
systems. Baseband is actual frequency band of signal (e.g. voice, video). If we consider the voice signal then
voice signal band is approximately 4 kHz. That means voice signal contains frequencies ranging from 0-
4kHz.Modulation is basically increasing signal frequency. This means voice base band of 4 kHz can be uplifted
to let‘s say, 1900 kHz.

ii. DAC: In electronics, a digital-to-analog converter (DAC, D/A, D2A or D-to-A) is a function that converts
digital data (usually binary) into analog signal (current, voltage, or electric charge).
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iii. TCA: A trans-conductance amplifier (gm amplifier) puts out a current proportional to its input voltage. In
network analysis, the trans-conductance amplifier is defined as a voltage controlled current source (VCCS). It is
common to see these amplifiers installed in a cascade configuration, which improves the frequency response.

iv. ADDER: It simply adds a dc current to the TCA output.

3. LED lamp

An overhead lamp fitted with an LED with signal processing technology streams data embedded in its beam at
ultra-high speeds to the photo-detector.

4. Receiver

A receiver dongle then converts the tiny changes in amplitude into an electrical signal, which is then converted
back into a data stream and transmitted to a computer or mobile device.

C. Proposed method

Li-Fi technology has higher potential and it is highly possible to transmit data via light by changing the flicker
rate that provides different strings of 1 and 0, and its intensity is modulated so quickly that the human eyes
cannot notice its intensity. The functioning of Li-Fi is simple, we just needs two thing, first is LED (which acts
as a light source) and other is photo detector (a light sensor for capturing light). When light source starts to emit
light, light sensor on other end will detects it and gets a binary 1 otherwise binary 0. LED flashes certain time
and builds up a message. Light Sensor detects the light flashing of light and receives the message. But A major
problem which has introduced for Li-Fi is the line of sight propagation. To solve the line of sight propagation
problem of Li-Fi , we have proposed that the combination of photo detector and electronic processor by which
we can get radio wave data at the receiver end. As a result we will find the data speed of Li-Fi at the receiver
end and solve the problem of line of sight propagation that will increase the performance of Li-Fi technology.

1. Line of sight propagation

Line of sight (LoS) is a type of propagation that can transmit and receive data only where transmit and receive
stations are in view of each other without any sort of an obstacle between them. FM radio, microwave and
satellite transmission are examples of line-of-sight communication. Line-of-sight propagation is a characteristic
of electromagnetic radiation or acoustic wave propagation. Electromagnetic transmission includes light
emissions traveling in a straight line. The rays or waves may be diffracted, refracted, reflected, or absorbed by
atmosphere and obstructions with material and generally cannot travel over the horizon or behind obstacles. At
low frequency (below approximately 3 MHz) radio signals travel as ground waves, However, at higher
frequencies any obstruction between the transmitting antenna (transmitter) and the receiving antenna (receiver)
will block the signal, just like the light that the eye may sense. Therefore, since the ability to visually see a
transmitting antenna (disregarding the limitations of the eye's resolution) roughly corresponds to the ability to
receive a radio signal from it, the propagation characteristic of high-frequency radio is called "line-of-sight".
There are three mechanisms which may cause the path loss due to line of sight-

» Refraction in the earth's atmosphere, which alters the trajectory of radio waves, and which can change
with time.

» Diffraction effects resulting from objects near the direct path.

» Reflections from objects, which may be either near or far from the direct path.

2. Photo detector nght
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Figure 3: Photo detector
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A photo detector operates by converting light signals that hit the junction .The junction uses an illumination
window with an anti-reflect coating to absorb the light photons. The result of the absorption of photons is the
creation of electron-hole pairs in the depletion region.PIN photodiode includes an intrinsic layer in between the
P and N type materials. The PIN must be reverse bias due to the high resistivity of the intrinsic layer; the PIN
has a larger depletion region which allows more electron-hole pairs to develop at a lower capacitance. The
illumination window for a PIN is on the P-side of the diode because the mobility of electrons greater than holes
which results in better frequency response. By another way, PIN junction diode has heavily doped p-type and n-
type regions separated by an intrinsic region, which is a major absorption layer. When reverse biased, it acts like
a constant capacitance and when forward biased it behaves as a resistor. Light is absorbed by intrinsic region.
The result of the absorption of photons is the creation of electron-hole pairs in the depletion region which then
produce electrical signal.

3. Converter/Transducer

4| \ ::: Transmitter
Electronic Converter

Radio Wave

Signal Signal

Fiaure 4: Converter

After taking the electrical signal from the photo detector, the electrical signal is converted by
converter/transducer to get the radio wave signal .This signal is then transmitted by the transmitter and signal is
thrown by means of radio wave.

D. Advantages of Li-Fi
Capacity: Visible light spectrum is 10000 times bigger than RF spectrum.
Security: Light cannot penetrate walls, but radio waves can, thus security is higher in using Li-Fi.
Efficiency: The 1 million radio masts base stations consume a lot of energy, which indeed is used to
cool the base stations and not to transmit radio waves.
Transmission of data: Wi-Fi transmits data serially and Li-Fi transmits thousands of data streams
parallel thus offering higher speed as high as above 1 Gbps.
Li- Fi uses light rather than radio frequency signals
Li-Fi may solve issues such as the shortage of radio frequency bandwidth
Security is another benefit, since light does not penetrate through walls.

VVYVY VYV VVYYVY

E. Disadvantages of Li-Fi

» The main problem is that light can’t pass through objects

» Interference from external light sources like sun light, normal bulbs; and opaque materials in the path
of transmission will cause interruption in the communication.

» High installation cost of the VLC systems can be complemented by large-scale implementation of VLC
though Adopting VLC technology will reduce further operating costs like electricity charges,
maintenance charges etc.

» .We can’t have a light bulb that provides data to a high-speed moving object or to provide data in a
remote area where there are trees and walls and obstacles behind.[7],[9]

Still there are some backdrops like it can only transmit when in the line of sight. Due to this problem we

propose the integrated circuit which helps to solve the propagation problem of Li-Fi

F. Applications of Li-Fi [18]
Intelligent Transport System: LED equipped headlight and backlights where cars can talk to each other.
Indoor Navigation: Li-Fi can be used to navigate through any hospital.
Oil and gas wells: Testing and maintaining of gas wells can be performed with greater ease and
efficiency. This can be obtained by placing the Li-Fi transmitter at the bottom of the well and the
receiver at the surface, for real-time continuous monitoring.
Intrinsically safe environments: This can be used in petroleum and chemical industries and other
environments where the usage of radio waves or other transmission frequencies can be hazardous.
Boon for Hospitals: Operating rooms in hospitals do not allow Wi-Fi over radiation concerns, and also
there is lack of dedicated spectrum.
Bulbs: There are around 19 billion bulbs worldwide, they just need to be replaced with LED ones that
transmit data. We reckon VLC is at a factor of ten, cheaper than WI-FI.
Traffic control: In streets for traffic control, Cars have LED based headlights, LED based backlights,
and Car can communicate each other and prevent accidents in the way that they exchange Information.

YV VYV

v V V V
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Traffic light can communicate to the car and so on. Education systems: As with the advancement of
science the latest technology is the LIFI which is the fastest speed internet access service.[111]

» Significantly Lower Power Consumption: Radio masts are very inefficient and require vast sums of
power in order to broadcast and in some cases keep them cool enough to operate.

» Airlines: Airline Wi-Fi Nothing says captive audience like having to pay for the service of dial-up
speed Wi-Fi on the plane. The best | have heard so far is that passengers will be offered a high-speed.

G. Modulation techniques used in Li-Fi [15]
In order to actually send out data via LED, like any multimedia data, it is necessary to modulate these into a
carrier signal. This carrier signal consists of light pulses sent out in short intervals. Li-Fi technology uses the
following modulation techniques:
1. Pulse-position modulation (PPM)
Sub-Carrier Inverse PPM (SCIPPM), method whose structure is divided into two parts (1) sub-carrier part and
(2) DC part. The DC part is only for lighting or indicating. When there is no need of lighting or indicating
SCPPM (Sub-Carrier PPM) is used for VLC to save energy.
2. Frequency Shift Keying (FSK)
In frequency shift keying (FSK) data is represented by varying frequencies of the carrier wave. Before
transmitting two distinct values (0 and 1), there need to be two distinct frequencies. This is also the normal form
of frequency {shift keying, called binary frequency shift keying (BFSK).
3. SIM-OFDM Technique (Sub-Carrier Index Modulation OFDM)
Traditional OFDM depicted in the SIM-OFDM technique splits the serial bit-stream B into two bit-sub streams
of the same length. Unlike traditional OFDM depicted in the SIM-OFDM technique splits the serial bit-stream B
into two bit-sub streams of the same length. . The next step is to select two different modulation alphabets MH
and ML (i.e. 4-QAM and BPSK) to be assigned to the first and the second subsets of the first bit-sub stream.

V. Comparison among Wi-Fi WiMax and Li-Fi
Although Wi-Fi, WiMAX and LiFi all are the wireless communication technology, there is a lot of difference
among them.
A. Comparison between Wi-Fi and WiMAX

Features Wi-Fi WiMAX
IEEE Standards based on IEEE 802.11 based on IEEE 802.16
Range a few hundred feet up to 40 miles
Bit rate Works at 2.7 bps/Hz and can Works at 5 bps/Hz and can peak up
peak up to 54 Mbps in 20 MHz | to 100 Mbps in a 20 MHz channel.
channel.
Primary Application Wireless LAN Broadband Wireless Access
Frequency Band 2.4 GHz ISM Licensed/Unlicensed
2G1t011 GHz
Channel Bandwidth 20-25 MHZ Adjustable
Half/Full Duplex Half Full
Radio Technology OFDM OFDM
(64-channels) (256-channels)
Bandwidth Efficiency <=2.7 bps/Hz <=5 bps/Hz
Modulation BPSK, QPSK, 16-, 64-QAM BPSK,QPSK,16-, 64-, 256-QAM
Encryption Optional-RC4 Mandatory-3DES Optional- AES
(AES in 802.11i)
Mobility In development Mobile-WiMax
(802.16¢)
Access Protocol CSMA/CA Request/Grant
Quality of service does not guarantee any QoS several level of QoS
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Table 1: Comparison between Wi-Fi and WiMAX [11], [12], [13]

Because its uses radio spectrum.

Features Wi-Fi Li-Fi

Speed Uncontrolled speed Controlled Speed due to intensity
of light

Connection Wireless- EMF Wireless- Light

Security Less secure due to transparency More secure due to non penetration
of light through walls

Reach Excellent Excellent

Impact unknown None

Cost Expensive in comparison to Li-Fi Cheaper than Wi-Fi because free

band doesn’t need license and it
uses light.

Bandwidth Expansion

Limited

Exceptional

Operating frequency

2.4 GHz

Hundreds of Tera Hz

Data transfer medium

Used Radio spectrum

Used Light as a carrier

Spectrum Range

Radio frequency spectrum range is
less than visible light spectrum.

Visible light spectrum has 10,000
time broad spectrum in comparison
to radio frequency

Data Density

Transfer rate is less

transfer rate is more

Transmitter/Receiver power

Less

More

Table 2: Combparison between Wi-Fi and Li-Fi 141.1151.116]
Comparison among Wi-Fi, Li-Fi and WikhIAX

Features Wi-Fi Li-Fi Wi-Max
Speed 54 NMbps =1 Gbps 70-100 Mbps
Connection Wireless- ENF Wireless- Light Wireless- ENFE
Securitw Good Excellent Better
E.each Excellent E=xcellent Excellent
Impact unknowrn None unknowmn
Cost Good Low Good
Bandwidth Limited Exceptional Dymamic [ijrrz]

1V. Simulation and result

Table 3: Comparison among Wi-Fi, Li-Fi and WiMAX [17]
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In figure 5: the red color for the Additive White Gaussian Noise (AWGN), the blue for theoretical BER and
magenta for simulation BER of FSK modulation. If we observe we will see the AWGN is much smaller than
BER. On the other hand the simulated magenta color signal is slightly higher than theoretical blue color signal,
which is negligible. From the observation of figure 6:,it is clear that the theoretical red color signal of PPM
modulation is mostly overlapped by the simulated blue color signal and slightly change in the last portion which
is negligible.

Speed comparison of Wi-Fi WilMAX and Li-Fi
1600 T
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Figure 7: speed comparison curve of Wi-Fi, WiMAX and Li-Fi

From figure 8: we see, the Li-Fi technology has highest speed compare to Wi-Fi and WiMAX technologies. It
also clear that Wi-Fi has a speed of 0-around 50 Mbps, WiMAX has 70-100 Mbps but Li-Fi started from greater
than 1 Gbps(1024 Mbps) .

Future scope of Li-Fi
Existing spectrum becomes narrow and causes interference, so broad spectrum is required to accommodate
wireless signals without any effect. In hospitals where radio waves can’t be used due to harmful effect on body
visible light can be used for wireless communication. In airplanes where radio waves can affect the equipments
li-fi can be used without any distortion. In the depth of water where radio waves can’t travel more visible light
communication can be more beneficial. So li-fi has higher advantages than other wireless technologies and can
be seen as a future technology [9].

V. Conclusion
As much as the wireless networks (Wi-Fi, WiMax and Li-Fi) have decreased the installation and deployment
costs, increased productivity and better convenience through its flexibility compared to wired networks.
WiMax has a superior and predominant technical position and influence in the history of wireless
communication then Wi-Fi .The only solution to this is a high-speed bidirectional fully mobile wireless
network is Li-Fi system. Currently, the LI-FI concept is attracting a great deal of interest, because it provides
an authentic and very efficient alternative to wireless device which used radio spectrum. It is very
advantageous and implementable in various fields that can’t be done with the Wi-Fi and other technologies.
Hence the future applications of the Li-Fi can be predicted and extended to different plat-forms like education
fields, medical field, industrial areas and many others fields.
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Abstract—A simple design of one dimensional gradual stacked photonic crystal has been proposed. This
structure exhibits a periodic array of alternate layers of Graphene and Silica. These are the materials of low
and high refractive indices respectively. Here the structure considered has three stacks .Each stack has five
alternate layers of Graphene and silica. The transfer matrix method has been used for numerical computation.
In this paper, such a structure has wider reflection bands in comparison to a conventional dielectric PC
structure and structure with Sio, and Si layers for a constant gradual constant Y at different incident angle.

Keywords—Photonic crystal; Graphene; transfer matrix; gradual costant.

I. INTRODUCTION

Photonic crystals are periodic optical nanostructures that affect the motion of photons in much the same
way that ionic lattices affect electrons in solids. Photonic crystals occur in nature in the form of structural
coloration and promise to be useful in different forms in a range of applications.
Photonic crystals are composed of periodic dielectric, metallic-dielectric or even superconductor microstructures
or nanostructures that affect the propagation of electromagnetic waves (EM) in the same way as the periodic
potential in a semiconductor crystal affects the electron motion by defining allowed and forbidden
electronic energy bands. Photonic crystals contain regularly repeating regions of high and low dielectric
constant. Photons (behaving as waves) propagate through this structure — or not — depending on their
wavelength. Wavelengths that are allowed to travel are known as modes; groups of allowed modes form bands.
Disallowed bands of wavelengths are called photonic band gaps. This gives rise to distinct optical phenomena
such as inhibition of spontaneous emission, high-reflecting Omni-directional mirrors and low-loss-wave
guiding.
Here we are considering the graded material .the physical properties of the graded materials are different from
both homogeneous and conventional materials .In general graded photonic crystal have a variation either in the
refractive indices of the alternate layers or a variation in thickness.
This structure consist a periodic array of alternate layers of Graphene and Silica. These are the materials of low
and high refractive indices respectively. Here the structure considered has three stacks .Each stack has five
alternate layers of Graphene and silica.

Light absorption in thin films has always been a relevant topic in optics, especially from the application point
of view. Graphene is in many ways the ultimate thin film, only one atomic layer thick, and has photonic
properties of high interest for optoelectronic applications [1].besides this grapheme has a larger refractive index
with excellent mechanical and thermal properties.

Il. THEORY

The one-dimensional GSPC structure has been considered along x axis. It consists of alternate layers ofhigh and
low refractive indices.The assembly is placed betweensemi-infinite media of refractive indices n; (refractive
index of the incident medium) and ns (refractive index of the substrate), as shown in Figure 1.

By applying TMM, the characteristic matrices for the TE and TM waves is given by

i izing j
M= cosfif o ] )
—igjsinfj cosfj
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Where q;= njcosé;, (j = 1, 2; for the first and the second layers of theunit cell respectively) for the TE
polarization and ;= cos6j/n; for the TM polarization, gj = (2n/A)n;djcosd; , 6, is the ray angle insidethe layer of
refractive index n; and A is the wavelength in the mediumof incidence. The total characteristic matrix for the N
periods of thestructure can be expressed as

_ N [M11  M12
M= (Mg >M)" = [le MEE] @)
The reflection coefficient of the structure for TE and TM polarizations are given by
(ML + geM12)gi- (ML + gaM12) ®)

(M1l + geM12)qi+ (M21 + geMI2)
where g;s= njscosb,sfor TE wave and g;is= cos8j,s/ nisfor TM wave, where the subscripts i and s belongs to the
quantities in the incident medium and substrate respectively. Whereas, the reflectivity of the structure can be
expressed as
R=|rf? (4)

Substrate

Air ] 7 T EX

ns

Fig 1. Schematic representation of GSPC structure

In one-dimensional PCs, there is no absolute photonic band gap (PBG) because of two factors. The first is as we
increase the incident angle, the edges of PBG in certain direction will shift towards the higher frequency side
.The second is that at the TM mode cannot be reflected at the Brewster angle. However, the absence of an
absolute PBG does not mean that there is no Omni-directional reflection. There should no propagating modes
that can couple with the incident wave this is the criterion for the existence of total Omni-directional reflection.
From Snell’s law,

We know n; sin 8; = nq sin 61 and nq sin 8, = n, sin 6,

i.e., 0, =sin"'(n; sin 6i/ny) and 6, = sin”'(ny sin 64/n,)

Where n; and n;, are the refractive indices of the low and high index media respectively and n; is the refractive
index of the incident medium. The maximumrefracted angle is defined as Gmae = Sin (n; / n,) and Brewster
angles  6g = tan"'(n;sind/ ny). If the maximum refracted angle is smaller than the Brewster’s angle then the
incident wave from outside cannot couple to Brewster’s window which results to total reflection for all incident
angles. Thus, the condition for Omni-directional reflection without the influence of the Brewster’s angle is  6g =
Omax2 [23]. This condition is satisfied by the selected parameters that we have taken for our numerical
computations. Hence, in the present analysis there is noinfluence of Brewster’s angle on the Omni-directional
reflection bands.

I1l. RESULT & DISCUSSION

From the computation of Equation (3), the reflection properties of one-dimensional GSPC can be
represented graphically. For this purpose, we consider a GSPC structure having the following sequence —
air/(AB)5/(A1B1)5/(A2B2)5/ Substrate(SiO2). For AB stack, we choose the material of layer A as Grephene
and the material of layer B as Si having refractive indices 2.1 and 3.7 respectively. Here all the regions are
assumed to be linear, homogeneous and non-absorbing. Also, the refractive indices of both the materials are
considered to be constant. The thickness of the layers are taken as a = 283nm and b = 115 nm according to the
quarter wave stack condition a = Ac/4n; and b = A¢ /4n,, where A¢ (= 1700 nm) is the critical wavelength which
is the mid-wavelength of the wavelength range considered in our numerical computation. For A;B; stack, we
choose the material of layer A; as Grephene and the material of layer B, as Si in which the thicknesses of the
layers A; and B, are taken as a; = Y'a and bl = Yb respectively, where Y is defined as gradual constant. In a
similar way, we choose the material of layer A, as Grephene and the material of layer B, as Si in which the
thicknesses of layers A, and B, are taken as a, = Y" a; and b, = Y by respectively. The reflectance spectra for
conventional PC can be obtained by choosing Y' =1 in this structure.
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Fig 2. Reflectance spectra of SiO2/Si one-dimensional PC (Y = 1)for TE and TM polarizations.

We observe from Table that the TE polarization has its Omni- directional reflection range from 1289 nm to
2210 nm and the Omni- directional reflection range for the TM polarization from 1289 nm to 1929 nm.
Therefore, the total ODR for both TE and TM polarizations when Y = 1, i.e., for the case of conventional PC,
has the bandwidth (AL = Ay — A.) of 640 nm. The upper wavelength edge of the ODR band is Ay = 1929 nm and
the lower wavelength edge is A, = 1289 nm. Hence, the normalized Omni-directional bandwidth is 37.65% of
the total wavelength range considered around the critical wavelength Ac = 1700 nm.

TABLE 1. Total reflection region and gap width for SiO2/Si one- dimensional PC (Y = 1).

Angle of | TE polarization TM polarization
incidence | Reflection | Gap Reflection | Gap
; range width(nm) | range width(nm)
(degree) | (nm) (nm)
0 1289- 1053 1289- 1053
2342 2342
30 1252— 1127 1298- 986
2379 2284
60 1210- 1092 1192— 779
2302 1971
85 1117- 1093 1197- 732
2210 1929

1IV. CONCLUSION

To summarize, we have investigated theoretically the ODR range of one-dimensional GSPC structure. It
is found that the ODR range of GSPC structure can be enhanced by changing the material si by Graphene with
constant the value of gradual constant and that the ODR range for one-dimensional GSPC structure is more than
that of conventional PC and simple graded structure. Hence, a one-dimensional GSPC structure can be used as a
broadband optical reflector, and the range of reflection can be tuned to a desired wavelength region by changing
the material by Graphene and also by choosing proper thickness of the period (d) of first stack and relative
thicknesses of individual layers of the following stacks. These types of optical reflectors are compact in size and
may have potential applications in the field of optical technology and optoelectronics.
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ABSTRACT: This paper represents design of a printed dipole antenna with both lambda by 2 & half dipole.
In this research paper the impedance increases with combined design on the FR-4 substrate and ground
plane. The main feature of printed dipole antenna is there is a feeder between the radiant elements. Average
impedance about 73 ohm, which is very large form other antenna. For vertical earth position impedance
decreases about 36 ohm. Applied AC voltage forwarding bias dipole antenna gains are high but when reverse
bias condition gains are low. Between ropes to station there is need extra insulator that abate high impedance
current flow to dipole antenna. Feed lines are approximately 75 ohm and the main length between two poles are
143 meter. The radius of two pole line is very thin it’s about 2.06 meter. Transmission lines are added in the last
portion of feed lines, which situated apposite of two poles. Designs are simulated by hfss and solving equations
are done my matlab.

Keywords—Rabhbit ears, folded dipole, omnidirectional, azimuthal direction, 3db gain.

l. INTRODUCTION

In radio and telecommunications a dipole antenna or doublet is the simplest and most widely used class of
antenna. It consists of two identical conductive elements such as metal wires or rods, which are usually
bilaterally symmetrical. The driving current from the transmitter is applied, or for receiving antennas the output
signal to the receiver is taken, between the two halves of the antenna. Each side of the feed line to the
transmitter or receiver is connected to one of the conductors. This contrasts with a monopole antenna, which
consists of a single rod or conductor with one side of the feed line connected to it, and the other side connected
to some type of ground. A common example of a dipole is the "rabbit ears" television antenna found on
broadcast television sets [1].

The most common form of dipole is two straight rods or wires oriented end to end on the same axis, with the
feed line connected to the two adjacent ends. This is the simplest type of antenna from a theoretical point of
view. Dipoles are resonant antennas, meaning that the elements serve as resonators, with standing waves of
radio current flowing back and forth between their ends [2]. So the length of the dipole elements is determined
by the wavelength of the radio waves used. The most common form is the half-wave dipole, in which each of
the two rod elements is approximately 1/4 wavelength long, so the whole antenna is a half-wavelength long. The
radiation pattern of a vertical dipole is omnidirectional; it radiates equal power in all azimuthal directions
perpendicular to the axis of the antenna [3]. For a half-wave dipole the radiation is maximum, 2.15 dBi
perpendicular to the antenna axis, falling monotonically with elevation angle to zero on the axis, off the ends of
the antenna. Several different variations of the dipole are also used, such as the folded dipole, short dipole, cage
dipole, bow-tie, and batwing antenna. Dipoles may be used as standalone antennas themselves, but they are also
employed as feed antennas (driven elements) in many more complex antenna types, such as the Yagi antenna,
parabolic antenna, reflective array, turnstile antenna, log periodic antenna, and phased array. The dipole was the
earliest type of antenna; it was invented by German physicist Heinrich Hertz around 1886 in his pioneering
investigations of radio waves.
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1. DESIGN & EQUATIONS
The FR4 main ground plane substrate is closely related to the size and the impedance of the dipole antenna.
Lower frequency constant of the substrate produces larger impedance. The cut-off frequency of dipole antenna
and the size of the radiation patch can be similar to the following formulas while the high dielectric constant of
the substrate results in smaller size of antenna.

1.5e+003 3e+003 (mm)

Flgure 1: Dipole Antenna Body shape (Printed)

Figure 1 shows the geometry of the design of Dipole shape with a substrate line in which the Length of ground
plane of Antenna is 38.4 mm and Width is 46.8 mm, L & W of the patch is 28.8 mm & 37.2 mm.

There are some necessary equations for Dipole antenna some of them are listed below:
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1. TYPES OF DIPOLE ANTENNA
The dipole antenna consists of two conductive elements such as metal wires or rods which are fed by a signal
source or feed energy that has been picked up to are cover. The energy may be transferred to and from the
dipole antenna either directly straight into from the electronic instrument or it may be transferred some distance
using a feeder. This leaves consider able room for a variety of different antenna formats.
Although the dipole antenna is often though in it’s ha If wave format, there are never the less many forms of the
antenna that can be used.

¢ Half wave dipole antenna: The half wave dipole antenna is the one that is most widely used. Being half a wave
length long it is a resonant antenna. A half-wave dipole antenna consist software-wavelength
conductorsplacedendtoendforatotallengthofapproximatelyL=A/2.Themagnitudeofcurrentina
standingwavealongthedipoleThecurrentdistributionisthatofastandingwave, approximately sinusoidal along the
length of the dipole, with an antinode (peak current) at the center [4].

o Multiple half wave’s dipole antenna: It is possible to utilize dipole antenna or aerial that is an odd multiple of
half wave lengths long.

o folded dipole antenna: As the name implies this form of the dipole aerial or dipole antenna is folded back on
itself. While still retaining the length between the ends of half a wave conductor [5].
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oShort dipole: A short dipole antenna is one where the length is much shorter than that of half a wave length.
Where a dipole antenna is shorter than half a wave length, the feed impedance starts to rise and its response is
less dependent upon frequency changes. Its length also becomes smaller and this has many advantages. It is
found that the current profile of the antenna approximately a triangular distribution.

IV. SIMULATION RESULTS & TABLES

Radiation Pattern:
The antenna radiation pattern in same a sure of its power or radiation distribution with respect to a particular

type of coordinates. We generally consider spherical coordinate in a spherically symmetrical pattern
[6].However antenna e in practice are not Omni directional but have a radiation maximum along one particular
direction. Dipole antenna is a broad side antenna where in the maximum radiation occurs long the axis of the
antenna. The radiation pattern of a typical dipole antenna is shown in figure2

-180

FIGURE 2: RADIATION PATTERN OF DIPOLE ANTENNA (FREQUENCY0.3GHZ)

In figure 2, it is clearly seen that average frequency is.3 GHz. highest level frequency is up to 0.50 GHZ and
lowest on is0.01 GHz. So the frequency range for radiation patter of Dipole antenna | $(0.01-0.05) GHz.
Highest gain for positive pole is30 degree to 150 degree and for negative pole -30 degree to-150 degree.

Figure 3: 3D pattern

In figure 3, Red colored side shown highest gain part of a radiation pattern. In 3D pattern both positive and
negative shown in same axis. Yellow colored describe average gain pattern of Dipole antenna then the next
phase is null radiation. In 3D XY, YZ, ZX three axis results are same for radiation pattern of a dipole antenna.
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Figure 4: Gain analysis graph

Figure 4 describe graph of gain Vs Angle. Seen that obtain highest gain when the angle is -100 degree or +100
degree. In angle 0 degree gain touch the nadir point. Highest gain obtain from this is around 1.80. After
obtained highest gain increasing angle gain will be decreasing.

IV. RESULTS & DISCUSSIONS

Data Table for Gain (-180 degreeto-10degree):

GainTotal GainTotal GainTotal GainTotal GainTotal GainTotal
Theta [deg] Setup1 : LastAdaptive Setup1 : LastAdaptive Setup1: LastAdaptive Setup1 : LastAdaptive Setup1 : LastAdaptive Setup1 : LastAdaptive
Freq=0.3GHZ Phi=0deg’  Freq="0.3GHZ Phi=10deg"  Freq=0.3GHZ Phi=20deg’  Freq="0.3GHZ Phi=30deg"  Freq=0.3GHz Phi=40deg’  Freg=0.3GHzZ Phi=50deg’
1 -180.000000 0.000060 0.000060 0.000060 0.000060 0.000060 0.000060
2 -170.000000 0.035626 0.035790 0.035541 0.034360 0.034166 0.033281
3 -160.000000 0134779 0.133841 0.131990 0.129470 10.126985 0.125025
4 -150.000000 0.2887%6 0.288416 0283283 0.279588 0276391 0.274502
5 -140.000000 0.4559944 0.500072 0.502504 0503668 0.502191 0.500235
[ -130.000000 0.767358 0774512 0788413 0.799573 0.304081 0.504083
7 -120.000000 1092210 1104690 1.116989 1126786 1.138519 1148247
8 -110.000000 1.443640 1456419 1441257 1423697 1430345 1453110
9 -100.000000 1740634 1.732001 1677362 1621753 1620867 1667864
10 -90.000000 1853430 1821380 1.744445 1674343 1675625 1732627
1 -50.000000 1741337 1696103 1628405 1583232 1593418 1.650505
12 -70.000000 1450622 1413632 1.380765 1.376000 1405035 1441767
13 -60.000000 1.089900 1071716 1.070456 1.089597 1.118393 1.138739
14 -50.000000 0.760006 0.752338 0.759062 0.775703 0792323 0.801341
15 -40.000000 0.495148 0.490455 0.491390 0.495602 0499529 0501714
16 -30.000000 0.285784 0.283644 0281493 0.279421 0277441 0276035
17 -20.000000 0.129718 0.128254 0.127890 0125957 0.123891 0.122185
18 -10.000000 0.033067 0.033103 0.032858 0.032412 0031873 0031356

This is the table for gain-180degreeto-10degree.instartinggainisaround0 but increasing angle gain increasing
this continue up to -90degree.After -90degreeitdecreaseswiththe same ratio of increasing. This cycle run up to
touch the next phase.
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Data Table for Gain (10degreeto 180degree):

GainTotal GainTotal GainTotal GainTotal GainTotal GainTotal
Theta [deq] Setup1 : LastAdaptive Setup1 : LastAdaptive Setup1 : LastAdaptive Setup1 : LastAdaptive Setup1 : LastAdaptive Setup1 : LastAdaptive
Freg=0.3GHZ Phi=0deg’  Freq="0.3GHz Phi=10deq’  Freq=0.3GHZ Phi=20deg"  Freq="0.3GHZ Phi=30deg’  Freq="0.3GHz Phi=40deq’  Freg=0.3GHz' Phi=50deg’
20 10.000000 0.034091 0033653 0032989 0032101 0031138 0.030174
2 20.000000 0.130450 0.129884 0.128470 0.126417 0.124169 0122201
2 30.000000 0.285126 0.285514 0.254892 0.25207% 0.280589 0.279188
23 40.000000 0.501976 0.503901 0.506792 0508454 0.508985 0510709
24 50.000000 0.780361 0752916 0.787657 0.793409 0.800731 0.810838
25 60.000000 1115131 1.115566 1.108959 1.107343 1120273 1.144562
2% 70.000000 1473772 1465108 1428858 1403124 1417168 1458458
27 80.000000 1.759985 1734727 1666431 1616328 1632675 1669241
28 90.000000 1.862702 1823134 1745515 1693627 1716465 1.777050
29 100.000000 1.745917 1.705027 1647719 1618801 1645693 1.692567
30 110.000000 1463267 1435498 1411752 1410510 1433510 1458185
H 120.000000 1111075 1.101614 1.103110 1.115266 1.129079 1.137415
32 130.000000 0.772962 0773739 0752182 0.792256 0797495 0.793888
33 140.000000 0.491395 0491960 0.495458 0.498381 0498734 0.498435
34 150.000000 0.279198 0277939 0.276857 0.275441 0273710 0.272603
35 160.000000 0131147 0.130379 0.128861 0.126861 0.124718 0122817
3% 170.000000 0.035947 0.035805 0035277 0034436 0033388 0.032251
37 180.000000 0.000060 0.000060 0.000060 0.000060 0.000060 0.000060

This is the table for gain 10 degree t0180 degree it is clearly shown that Dipole Antenna gain maintain per 90
degree cycle. Start from nadir point after reach 60degree it will be in crest then its goes down to nadir point
again. Consider -180 degree to +180 for simulation result.

VI. CONCLUSION
The main aim our research paper that we have to design printed dipole for obtain highest gain. Another
objective is introduction of antenna simulation software hfss. Basically hfss is used for electromagnetic analysis
& calculation gain. Cut off frequency also calculated by hfss. We obtain 3db gain from dipole antenna.
Obviously there are some drawbacks for dipole antenna like:

. Low bandwidth

. High Impedance

) Moving space problem

. Size
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ABSTRACT: Teaching and learning are no longer confined to the classroom or the school day. There are
many technologies that can offer a great deal of flexibility in when, where, and how education is distributed.
The Teacher's Guide to Distance Learning is intended for K-12 educators who are interested in implementing
distance learning technologies. It provides an overview of the advantages and characteristics of the various
technologies now being used to reach remote learners. Distance learning provides "access to learning when the
source of information and the learners are separated by time and distance, or both." Distance education
courses that require a physical on-site presence for any reason (excluding taking examinations) may be referred
to as hybrid or blended courses of study. Massive open online courses (MOOCs), aimed at large-scale
interactive participation and open access via the web or other network technologies, are recent developments in
distance education. A number of other terms are used roughly synonymously with distance education. However
distance is the oldest and mostly commonly used term globally. It is also the broadest term and has the largest
collection of related research articles. The main objective of this paper is develop an understanding of the
characteristics and needs of distant students with little first-hand experience and limited, if any, face-to-face
contact.

Keywords — E-learning, Distance Learning, Human computer interactions

l. WHAT IS DISTANCE LEARNING?

According to the definition by the United States Distance Learning Association (USDLA), distance
learning is any mediated instruction that occurs at a distance — regardless of the technology involved. So
although you probably imagine online degrees that involve using websites, email, and video casts,
corresponding through regular mail or talking over the phone are methods that also technically qualify. Still, in
practical terms, most of what constitutes distance learning today is done by using electronic means. Teaching
programs utilize not only computers, but satellites, video phones, interactive graphics, response terminals, and
more. It is also something that occurs in a wide variety of fields and locations, reaching well beyond K-12 and
college campuses to include corporate, government, and military training, telemedicine, and anyone interested in
lifelong learning. Distance learning is especially important for those who lived in rural or otherwise underserved
communities, as well as individuals whose own physical and mental limitations impair their ability to attend
traditional educational settings. Key players in distance education typically include students, faculty, facilitators,
support staff, and administrators, each of whom have very different roles. Meeting the instructional needs of
students is the main goal of every effective distance education program. Regardless of the educational context,
the primary role of the student is to learn. But the success of any distance education effort depends primarily on
its faculty. Special challenges confront those teaching at a distance. For example, the instructor must:

e Develop an understanding of the characteristics and needs of distant students with little first-hand
experience and limited, if any, face-to-face contact.

e Adapt teaching styles taking into consideration the needs and expectations of multiple, often diverse,
audiences.

o Develop a working understanding of delivery technology, while remaining focused on their teaching role.

e Function effectively as a skilled facilitator as well as content provider.
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Because of these challenges, faculty often find it beneficial to rely on a site facilitator to bridge the gap
between students and instructor. Where budget and logistics permit, the role of on-site facilitators has increased
even in classes in which they have little, if any, content expertise. At a minimum, they set up equipment, collect
assignments, proctor tests, and act as the instructor’s on-site eyes and ears. In addition, most successful distance
education programs hire support staff to manage student registration, materials duplication and distribution,
textbook ordering, securing of copyright clearances, facilities scheduling, processing grade reports, managing
technical resources, and other tasks. Finally, administrators work closely with technical and support service
personnel, ensuring that technological resources are effectively deployed to further the institution’s academic
mission. Most importantly, they maintain an academic focus, realizing that meeting the instructional needs of
distant students is their ultimate responsibility.

11. HISTORY OF DISTANCE LEARNING SYSTEM

Though many people think about distance learning as a relatively recent phenomenon, it’s actually
been going on for well over a hundred years. The first such program to appear in the United States was a
correspondence school created by Anna Ticknor in 1873 — the Society to Encourage Studies at Home. Her main
goal was to provide a way for women to become educated, and the school lasted for 24 years by keeping a low
profile and utilizing mostly volunteers to send print materials through the mail. Other universities made attempts
at correspondence schools, but none really got off the ground — or received any kind of official recognition —
until the Chautaugqua College of Liberal Arts in New York in 1883. After that, more and more people became
interested in the idea of distance learning, and professors soon started predicting that this new form of education
would quickly overtake traditional models. The founding of the National University Extension Association
(NUEA) in 1915 raised the profile of correspondence schools further by calling for standardized policies
regulating distance learning courses, educators, and credit transfer to “real” universities. Instructional radio
programs gained popularity throughout the 20s, 30s, and 40s as the federal government granted broadcasting
licenses to more than 200 school boards, universities, and colleges; and they added television in the 1950s. Still,
correspondence study wasn’t readily accepted by most of the academic world, and many saw it as
unprofessional. Established in 1969, Open University in Britain changed a lot of those attitudes. Foregoing the
traditional university model, it decided to see distance education as something completely disconnected from
traditional education, offering a number of its own degrees. The university focused on research and technology
to further distance education, and quickly became so popular that other Open Universities began operating in
countries like the U.S. and Japan.

Over the last 40 years, technological advancements and practical necessity have worked hand-in-hand to
continue the evolution of distance learning. More and more, educators recognize that our busy modern lives
don’t allow everyone the luxury of matriculating at a traditional university or even engaging in traditional
independent study programs. And perhaps most importantly, much of the research collected over decades of
studies showed that students tend to learn just as well from technological methods as they do from in-person
teaching.

1. DISTANCE LEARNING PROCESS
Video Technology: The ability to see and hear an instructor offers opportunities for behavior modeling,

demonstrations, and instruction of abstract concepts. Video techniques for distance learning are often
characterized by the transmission media (videotapes, satellites, television cables, computers, and microwave).
Each of the media can be described as it relates to the direction of the video and audio signals -- one-way video;
two-way video; one-way audio; and two-way audio (see Figure 1).
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Figure 1: Three audio and video configurations.
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Videotapes and DVDs offer popular, easy-to-use formats for instructional materials. Almost all students have
access to a videotape or DVD player in the homes, and they are also common at school. Videotapes and DVDs
have several advantages for the delivery of distance learning. In addition to easy access to the hardware, the
tapes and discs are quite inexpensive. If a video camcorder is available, video is relatively easy to record
(although professional staff and equipment provide in a much better product than will an amateur production
team). Disadvantages of videotapes and DVDs include the fact that they are not interactive. In addition, they can
be costly to send via the mail.

Satellite Video conferencing: Full-motion video teleconferencing offers the "next best thing to being there.
“Satellite transmission is one of the oldest, most established techniques for videoconferencing. In most cases,
satellite delivery offers one-way video and two-way audio. Two sets of equipment are needed for satellite

systems. The uplink (a large satellite dish) transmits the video and audio signals to the satellite. The downlink (a
small dish antenna) receives and displays the signals (see Figure 2).

Satellite

A

&
Telephone %
Bridge

(=W
-—e TEmY Downlink
Sites

Figure 2: Configuration for satellite videoconferences.

When satellite videoconferences are used for distance learning, a studio classroom must be properly
wired for the lighting, microphones, and cameras needed to produce an acceptable lesson. The cameras are
usually connected to a control room, where one or more technicians control the signals. The resulting television
signal is then sent to the uplink transmitter. Uplink transmitters are very expensive and are often shared with
other schools or businesses. The receiving sites of satellite videoconferences (in most cases other schools) must
have satellite downlinks. These dishes select, amplify, and feed the signals into the classrooms, where they can
be displayed on standard television monitors. To provide two-way audio with interactions from the remote
classrooms back to the teacher, a telephone bridge is usually employed. Satellite videoconferencing can be very
expensive. It may not be cost-effective for most school systems to use uplinks to originate distance-education
classes unless the school systems were in a position to market the classes over wide geographic areas. It is
reasonable, however, for a school to use a downlink to receive commercial courses that are delivered through
satellite channels.

Microwave Television Conferencing: Satellites are a popular method for enabling video communications over
long distances. Microwave transmissions provide a cost-effective method for videoconferencing in more
localized areas. Most microwave systems are designed to transmit video signals to areas that are not more than

20 miles apart (see Figure 3).

Figure 3: Configuration for microwave transmission.

The most common microwave systems use frequencies that have been designated by the Federal
Communications Commission (FCC) as Instructional Television Fixed Service (ITFS) stations. When compared
with satellite or commercial broadcast television, ITFS stations operate at a lower power, and the transmission
equipment is relatively inexpensive. Reception equipment is also reasonably priced, as long as the receiving
sites are located within 20 miles of the transmitter and there are no hills or tall buildings to block the line-of-
sight signal.

WWW.ajer.org Page 83
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Cable and Broadcast Television: Cable and public broadcast television have been used to distribute instruction
for years. In addition to the educational networks, almost all public cable television systems allow schools to
transmit television courses. This type of connection can be used to transmit one-way video and one-way audio
to the community at large or between specific schools. For example, if two area high schools do not each have
enough students to justify an advanced math course, they might team up to teach a single course delivered
through cable television. In one school, the teacher would conduct a regular class; in the other school, the
students would watch and listen through a standard cable television channel. Distance learning through cable
television systems requires both a studio and channels through which to broadcast. The cost depends largely on
the "partnership” offered by the cable or broadcast system. Even though the broadcast will take place at a
scheduled time, research shows that the majority of the students will record the program and play it back at a
convenient time.

t Codec (T OrmpressiotuDECompres siox) board inetalled
i each compaater

Figure 4: Broadcast from Television

AV CONNECTIVITY ISSUE
Even with increased options for connectivity, the transmission speed is still an issue. The problem is that digital

files are huge, and they require channels or cables with tremendous capacity to transmit quickly and effectively.
The transmission capacity of a cable or a technology is referred to as the bandwidth. The greater the bandwidth,
the greater the amount of digital information that can be transmitted per second. There are several options
available that teachers and students can use to access the Internet, including telephone, DSL, cable, fiber,
satellite, and wireless delivery. Note that although the table lists the maximum download speeds, these speeds
will seldom be realized, due to hardware limitations, latency, simultaneous users, and many other reasons. In
addition, the upload speeds are often considerably less than the download speeds.

Cable Modems: In most areas, cable companies are offering Internet access through the same cable that
delivers television signals to our homes (see Figure 5). If your area has been configured for this service, you can
connect a cable line to a network card on your computer. The main advantage of cable modems is the
bandwidth. Cable modems can bring data to your computer between 10 and 30 Mbps. If you have a 10 Mbps
network card in a computer, you may be able to receive information up to that speed. A disadvantage of cable
modems is that the transfer rate may be slowed if too many people in your neighborhood all connect to the
Internet at the same time.

Computer

- E—p@
SpHuer Television

Figure 5: Cable modem in a home
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Satellite Delivery:
It is also possible to receive information from the Internet via satellite. Satellite access is relatively fast, does not

require the installation of telephone or data lines, and is not adversely affected by the number of simultaneous
users. Satellite delivery, however, is usually one-way; you cannot send information back up to the satellite. In
most cases, a telephone line is used to send information back to the Internet or service provider, and the satellite
is used to receive information (see Figure 6). This configuration works well in most cases, because the
information you send back is generally very small; whereas, the information you receive can be quite large.

Figure 6: Connecting to the Internet via satellite.

V. BENEFITS OF DISTANCE LEARNING
Convenience
Distance learning technologies can provide convenient locations for both students and instructors. Many of the
technologies, such as the Internet and telephone, are easily accessed at home. Others, such as
videoconferencing, can be distributed from a single point to multiple remote sites. Satellite transmissions can be
viewed at specified sites, or the transmissions can be recorded for later viewing at home or school.

Flexibility

Many forms of distance learning provide students the option to participate whenever they wish, on an
individualized basis. For example, some students may want to review a podcast in the middle of the night or
read their e-mail during early morning hours. In addition, one student may wish to spend 30 minutes reviewing a
website, while another spends an hour.

Effectiveness

Not only is distance learning convenient, it is also effective. Several research studies have found that distance
learning is equally or more effective than traditional instruction when the method and technologies used are
appropriate to the instructional tasks, when there is student-to-student interaction and when there is timely
teacher-to-student feedback .

Affordability

Many forms of distance learning involve little or no cost. For example, almost all of the homes in the United
States have televisions and many are connected to a cable-TV service. For these homes, it is relatively easy for
the students to watch a public broadcast television show or educational documentary. In addition, almost all
homes have access to a telephone and/or the Internet, enabling the use of voicemail and audio conferencing.

Multi-sensory

One of the benefits of distance learning is that there is a wide variety of materials that can meet everyone's
learning preference -- at least part of the time. For example, some students learn from visual stimuli, such as
video, and others learn best by listening or interacting with a computer program. If distance learning courses are
well designed, they will likely offer learners a wide range of choices, thereby providing the optimal
combinations of interaction and media.

Equity

Educational inequity is a major issue in this and other countries. Rural schools often have less contact with
educational trends, fewer qualified teachers, and more need for technology. Distance learning offers great
potential for alleviating these issues and has been employed very effectively in Canada and Australia -- two
countries with geographically diverse student populations.
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VI. CONCLUSION

A well-structured distance learning course must place instructional objectives foremost. The
technology should be as invisible as possible just another tool that teachers can use to effectively convey the
content and interact with students. After the goals and objectives are outlined, the instructional materials can be
designed and developed. It is important not to underestimate the commitment required for this step -- creating
effective materials for distance learning is an extremely time-consuming and energy-consuming process.
Regardless of whether the technology is audiotape or satellite video, ample time must be allocated to ensure that
the materials are accurate, appropriate, and structured to maximize the benefits for distant students and to
minimize the limitations. Many of the techniques and skills used in a classroom teaching situation do not
translate directly into a distance education approach. Teacher training programs are important to acquaint the
teachers with the use of technology as well as to help with the re-design of the instructional strategies. In
particular, most teachers need assistance and practice with:
e  Effective strategies for implementing small group activities and individual practice
e  Techniques for maximizing teacher/student and student/student interactions
e  Successful approaches for integrating technology into the teaching/learning process
e Tactics for motivating students at a distance
Facilitators and support personnel are also crucial to successful distance learning experiences. If students are
located at remote sites, facilitators will likely be the on-the-spot contacts for the students. It is important that
they are fully integrated into the course and communicate frequently with the instructor.
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ABSTRACT : The durability of both aluminum and mild steel depends to a large extent on several factors
prevailing in the operating environment. Among these factors are temperature and salinity. This paper
therefore, investigates the impacts of temperatures and salt solutions on the corrosion rates of both aluminum
and mild steel. The results obtained showed a significant effect of salt water and temperature as factors
affecting the rate of corrosion. The results obtained as corrosion rates for aluminium at 35°C ranges from
0.1862mmph - 0.2065 mmph and when the temperature rises to 65°C, the range becomes 1.0567mmph —
1.994mmpy. Mild steel tested at 35°C gives corrosion rates from 0.2145mmph — 0.5349 mmph while at 65°C it
ranged from 0.386mmph - 1.1771mmph. The results also proved that corrosion rates of these metal rise with
decrease in salt (salinity) content as 0.05M NaCl concentration of the solution results to 0.1862mmph for
aluminum and 0.2145mmph for mild steel at 35°C and when the concentration of NaCl increases to 0.10M, the
corrosion rates turned out to be 0.2065mmph for aluminum and 0.5349mmph for mild steel at same
temperature. These results showed that temperature and salt content are two very significant properties needed
to be paid attention to if corrosion is to be controlled.

Key Words: Heat Exchanger, Corrosion Rate, Seawater, Weight Loss.

l. INTRODUCTION

Corrosion is a natural phenomenon, which can be considered either chemical or electrochemical in nature. It is
defined as the deterioration or decay of metals by direct chemical attack or by reaction with its environment. [1]
which may be referred to as rusting when iron is affected and tarnishing in the case of silver. Corrosion usually
occurs when the environment's temperature goes above 0°C and the humidity is at 80% on a damp surface. The
danger in corrosion is that it degrades the metallic properties of the affected metals [2]. Three essential elements
necessary for corrosion to occur are: water, contaminants (e.g. salts) and oxygen [3].Corrosion of metals is
costly and is a major aspect of material science as well as industrial problems that have attracted much
investigations and researches [4]. Besides, the consequences of corrosion could also constitute safety, economic
and technological problems.

Corrosion can be due to either atmospheric or immersion [3]. However, since heat exchangers are generally
pressure vessels that convey fluids under high pressure and temperature, they are vulnerable to corrosion and
scale formation. Acid pickling is a descaling process used for removing undesired scale, rust or other corrosion
products from the surface of equipment such as boilers, heat exchangers [5]. The acid pickling processes which
involve the application of acidic bath may impart severe damages to the metallic substrate [2][6] and as a
consequence, the metals become prone to corrosion.

Extensive works have been carried out in ensuring that the rate at which corrosion affects industrial materials
are controlled. [7] studied the effect of thiourea and its derivatives as corrosion inhibitors in acid media as well
as the influence of temperature, hydrochloric acid and inhibitor concentration on MS. The study showed that
thiourea is an excellent anodic inhibitor for MS in hydrochloric acid medium. The result also demonstrated that
temperature and acid concentration increase the rate of corrosion. An investigative research carried out by [8]
used weight loss technique on the corrosion effect of orange fruit juice on carbon steel. Coupons with known
weights were immersed in the test tubes containing natural juice, orange juice as media with preservative and
water for a total exposure time of 10days. From [9], the factors that influence the rate of corrosion in a shell and
tube heat exchangers are:1) the pH of the fluid; 2) the amount of oxygen in the fluid; 3) the chemical make-up of
the fluid; 4) the temperature of the fluid; 5) the velocity/pressure of the fluid in the pipe and 6) humidity.
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The methods of corrosion, control measure depend on the type of corrosion and the factors affecting the
particular corrosion [10, 11, 12, 13 and 14]. Therefore, having known the various types of corrosion and there
effects, this paper is aimed at investigating seawater on heat exchangers constructed with Al or MS material and
are subjected to working temperatures of 35°C to 65°C.

1. EXPERIMENTATION METHOD/TECHNIQUES
The method employed in this work to determine the effect of corrosion damages on metals is the
weight loss method. The specimen also called coupon was weighed before it was exposed to the solvent. After
exposing for a stipulated time, corrosion products on the metal were properly cleaned off and reweighed. The
weight difference before and after exposure was the weight loss. From the weight loss the corrosion rate of the
given specimen was calculated. The laboratory experimental procedure is outlined as follows:

a. Apparatus Used

The apparatus used were venier caliper, weighing machine, beaker, iron brush, file, sand paper or emery cloth,
supporting iron rod and string. Metals specimens used for the test were aluminum and MS. While the solvent
was Sodium chloride (NaCl) solution. Table 1 shows the shapes, sizes and areas of the specimen used for the
experimentation.

TABLE 1: Shape, size and area of each specimen used.

Specimen Shape Size (mm) Area
Diameter Width Length (mm’)
Aluminium Cylindrical 0.60 - 68 128.74
Mild steel Cylindrical 3.00 - 68 655.02
Aluminium Rectangular - 1.60 68 108.80
Mild steel Rectangular - 3.80 68 258.40
Aluminium Square - 32 32 1024
Mild steel Square - 32 32 1024

b.  Method of exposing specimens to solvents:
The specimens were exposed to the solvents in such a way as to reveal a large surface area of the specimen to
the corrodents. Each coupon was suspended in a known volume (250ml) of corrosion media through a
supporting rod and a thread. This was with a view to ensure uniform contact of the specimen with the medium
as shown in fig. 2.

( )«— Supporting rod
- Thread
< Carrncinn madinim
_f Coupon
N Beaker

Fig. 2: Beaker Used as Corrosion Medium

Each Specimen was exposed first to the solvent at a concentration of 0.05M in a period of seven (7) days at
temperature interval of 5°C with initial and final temperatures of 35°C and 65°C respectively. At the end of the
seven days, the solvent concentration was increased to 0.10M and the same exposure method was repeated.
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2.3 Preparation of Specimens for Reweighing:

This is another very important step in the laboratory procedures to determine the corrosion rate by weighing
method. After exposing each metal for seven days (168 hours) at a particular temperature condition, the metal
was brought out of the test solution.

2.4 Cleaning of corrosion products:

This method included scrubbing, scrapping and brushing. Surfaces of the metals were scrubbed with a very
smooth emery cloth and brittle brush to remove the corrosion product.

2.5 Estimation of corrosion rates:

The test results can be referred to a unit of metal surface (mm? or cm?) and sometimes (hour, day, year etc).
Thus, corrosion rates are expressed in g/cm?.hr or mg/mm?.day. The corrosion resistance of a metal and the data
obtained from the weight losses are converted into an index, which indicates the reduction in metal thickness.
Such unit of corrosion resistance measurement is millimeter penetration per year (mmpy).

The corrosion rate expression using these units is given as follows:

. Weight Loss(W) X K
Corrosion Rate (CR) = 1

my 2
(D) 3 X (A)ymm? x T

Where

K = Rate constant (87.6)
W = weight loss in gram
D = density of metal in my/mm?®

A = Surface Area of metal in (mm?)

T = Exposure time in hours

87.6 x W

C ] t h)=——— 2
orrosion rate (mmp ) DXAXT

2.6 Exposure time

Metal specimens were tested in inorganic solvent for a period of seven days (168 hours or 0.0192 year). Thus, in
this work 0.0192 year is substituted for Time (T) in the rate expression.

2.7 Density of Specimen

Since cylindrical materials of known lengths and weight were used the densities were easily calculated. The
densities of the various specimen used are calculated and tabulated using the formula.

Volume = nr’L
Where,

L = known length of specimen in cm.
(Taking 7 = )

Densit Mass(mg)
ensity = Volume(mm?3)

D: Aluminium (Al) = 2.71mg/mm?®

D: Mild Steel (MS) = 7.85mg/mm?
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2.8 Area of Specimen

While the surface area of each coupon was calculated using:
Surface Area A =2[(LxB) + (BXT) + (LxT)] 4 [8]
Where,
L = Length of the coupon
B = Width of the coupon.
T = Thickness of the coupon.
D = Diameter of hole in coupon

I11. RESULTS AND DISCUSSION

The original weights and the losses in weights as well as the corrosion rates data for aluminum and
mild steel in sodium chloride solutions at different temperatures and concentrations are presented in tables 2 and
3 respectively as shown. Tables 2 and 3 clearly shows that the rates of corrosion rise with increase in
temperature. A thorough examination and comparison of both tables also confirmed the fact that salt content
(salinity) enhances the rate of corrosion as the higher corrosion rate for both specimen were recorded with
0.10M NaCl solution. A graphical demonstration of temperatures with the corrosion rates is as shown in fig. 3
illustrating the rise in temperatures with the corrosion rates for both specimen.
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Fig. 3: Graphical illustration of Corrosion Rate Against Temperature Variations for Al and MS.
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Fig. 3 showed the effect of temperature variations on corrosion rates for both aluminium and mild steel. The
graph proved that as temperature changes from 35°C to 65°C, the corrosion rates of the metals increase as
demonstrated in the case of both Al and MS that rose in from low to high. This affirms that corrosion rate is
lower at room temperature than boiling temperature [15].

MS

Weight loss, mg

Al

0 1 2 3 4 5 6 7 8
Days of Exposure of Coupon, hr

Fig. 4: Effect of time on the weight loss of MS and Al for the first seven days of exposure to 0.05 NaCl
Solution

The effect of immersion time and the weight loss of both specimen in sea water was studied. From the gradual
increases in loss in weight from 0.092mg to 0.522mg and 1.562mg to 2.812mg for Al and MS respectively, as
clearly illustrated in fig 4, where it was shown that as the coupon was kept for a longer periods in the 0.05M
NaCl solution, the extent of corrosion of the metals becomes deeper.

6
5 M

Weight Loss, mg

Al ]

0 1 2 3 4 5 6 7 8
Days of Coupon Exposure, hr
Fig. 5: Effect of time on the weight loss of MS and Al for the second seven days of exposure to 0.05 NaCl
Solution

Fig. 5 is a repeat of the exposure time versus the weight loss method. However, this was done for another seven
days at the end of the first seven days in which the first experiment was carried out. This, once again, confirms
the interdependence of exposure time and weight loss. It was demonstrated to further affirm the effect of the
exposure time on both specimen in 0.05M NaCl solution.
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TABLE: Corrosion Rates Data for Specimen in 0.10 ¥aCl Solution
I Original Weight Al MS Al MS Al MS
Weeks :a"éf Weight (mg) | Loss (mg) | (mmph | (mmph | (mmph | (mmph | (mmph | (mmph
: Al MS Al | Ms |) ) ) ) ) )
Days 1 35 ?33 1563760 | 01| 3.894| 0.00073 | 25E-05 | 14E08| 3E-05| 1.1E-10| 0.0013
3
2 40 ?Si 15637.60 D'g 4088 | 0.00175 | 2.6E-05 | 3.3E-08 | 12E-05 | 2.6E-10 | 0.00021
3 45 ?Sg 15637.60 D'j 4264 | 000243 | 27E05 | 46E-08 | 7.7E06 | 34E-10| 0.0001
4 50 ?32, 15637.60 D"f 4455 | 0.00306 | 2.8E-05 | 5.8E-08 | 58E-06 | 4.1E-10| 59E-05
5 55 ?Sg 15637.60 D'g 4613 | 000357 | 29E-05 | 6.8E-08 | 46E-06 | 4.6E-10 | 4.1E-05
6 60 ?Si 15637.60 o_g 4785| 000399 | 3E05| 76E-08| 4E06| SE-10| 3.1E-0S
7 65 ?sg 15637.60 D'g 4862| 0.0038 | 3.1E05 | 72E-08 | 39E06 | 47E-10| 32E-05
Selmn 35 ?sg 15637 60 l'é 497 | 000832 | 3.1E-05 | 1.6E-07| 34E06| 1E09| 13E05
2 40 ?Si 15637.60 l'i 5161 | 0.00838 | 32E-05 | 16E07| 3E-06| 97E-10| 1.1E-05
3 45 ?33 15637.60 1"; 5258 | 0.00828 | 33E-05 | 16E07| 28E-06 | 94E-10 | 1.1E-05
4 so| 83| 1s63760| 19| 5452 000818 | 34E05 | 16E07| 26E-06| 9E-10| 1E0S
7 3
5 55 ?33 15637.60 1.; 5634 | 000811 | 35E-05 | 15E07 | 2.5E-06 | 8.6E-10 | 9.7E-06
6 60 ?Si 15637.60 1'3 5824 | 00081 | 3.7E-05 | 15E07| 24E-06 | 83E-10 | 92E-06
¥
7 65 ?32 15637.60 “'g 595 | 0.00797 | 37E-05 | 1.5E07 | 23E06 | $E-10| 9E-06

The exposure time and weight loss procedure was again studied while the NaCl solution was increased to
0.10M. And as seen in fig. 6, the weight loss increases from 0.10mg and 3.894mg to 0.99mg and 4.862mg
respectively for both Al and MS. This showed that Al as a common component ship superstructures and liquid
cargo containers and heat exchangers are susceptible to corrosion due to their continual exposure to sea
environment [16].

4.5
4
3.5
3
2.5
2
1.5
1 Al
0.5
0

Weight Loss, mg

0 1 2 3 4 5 6 7 8
Days of Exposure of Coupon, hr

Fig. 6: Effect of time on the weight loss of MS and Al for the second seven days of exposure to 0.10 NaCl
Solution.

Fig.7 is a demonstration of same procedure as in fig. 6, the difference being that the test specimen in the 0.10M
NaCl solution was being observed for another seven days outside the seven days in which the initial procedure
was subjected to. The results of this second experimentation as illustrated in fig. 7 shows that the weight loss
against the exposure time clearly follows the pattern of fig. 6, 1.16mg and 4.97mg to 2.06mg and 5.95mg.
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Fig. 7: Effect of time on the weight loss of MS and Al for the first seven days of exposure to 0.10 NaCl
Solution.

The corrosion rate data obtained from the experimental work gave general information on the behavior of
aluminium and MS in corrosive environment. For example, both the aluminium and MS tested showed a general
high corrosion rate at increased temperatures with change in the salt content of the solution.

1V. CONCLUSION
In view of the usefulness and importance of both aluminum and MS and also the environmental
conditions of the areas in which these very important metals will have useful applications, a study was carried
out to determine the impacts of temperatures and salinity on the corrosion rates of these metals. The study
affirmed that higher temperature and salt solution could result to corrosion rates of 1.1994mmph and
1.1771mmph for aluminum and MS respectively.
. For aluminium at 35°C, the corrosion rate ranged from 0.1862 - 0.2065 mmph while at 65°C, it ranged
from 1.0567 — 1.994mmph
. MS tested at 35°C gave corrosion rates from 0.2145mmph — 0.5349mmph while at 65°C it ranged from
0.3862mmph — 1.1771mmph.

V. RECOMMENDATIONS
Based on the results obtained in this research work, the recommendations are as follows:
1) The coating system should be correctly used in conjunction with the anti-corrosion resins.
2) Consideration should be given to material selection for long time corrosion control.
3) All metals for marine application should be given a proper attention with proper periodic monitoring
and cleaning.
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ABSTRACT: Security is very important, especially the security of lives and properties. This work involves the
use of sound in controlling the opening and closing of doors using electromechanical application. In this work,
sound is used to activate the mechanisms which opens and closes the door without any external effort. The
system is made up of two main features, the Security Access system and Control Mechanism. The security
access system was designed using circuit wizard software and then constructed on a veroboard and other
materials while the control mechanism was constructed using a simple DC motor for the opening and closing of
the door. In its operation, a specific sound pattern in form of a positive voltage is sent to pin 14 of ICy, pin 14 of
IC, is connected to a transistor(Q,) which causes the 555timer to oscillate sending pulses to pin 14 of IC,,
during this, the output of IC, then operates in a sequential mode. The code switch then sets the number of beat
that will set 1C5 into the desire sequential output set by the operator. The output signal energizes the relay which
controls the DC motor to open the door and closes after a preset time.The testing showed quick and fast
response in operation of the door lock system.

KEYWORDS:Sound, 555 Timer, Control, Door, Signal, Security

I. INTRODUCTION
1.1 Background of Study
Sound control doors are doors that employ the used of sound in opening and closing, this work is unique in
every aspect of operation in terms of accessibility and control. It may be confused with sound control switch.A
sound control switch is an electronic switch that employs the use of sound to ON and OFF a device. This
workdiffers from sound switch even though sound is used to activate their mechanisms and operation. In this
work, the system comprises of two systems; Security Access system and Control Mechanism. The security
access system is the system that grants the user or operator an access into any system while the control
mechanism controls the operation of the security device. The increasing rate of crime, attacks by thieves,
intruders and vandals despite all forms of security gadgets and locks still need the attention of researchers in
finding a permanent solution for the well-being of lives and properties of individuals [Adamu, 2009]. This work
will employ the use sound pattern of knock to grant access to only those who inputs the correct sound pattern
(knock) on the door. It was designed to eliminate the problem of unwanted noise. One major problem of the
sound control devices is environmental noise which triggersthe devices. In this work, an obstacle sensor
(infrared) was introduced into the device to avoid false triggerring. Hence, the sound control system will only
respond to whoever blocks the obstacle sensor to input the correct sound pattern set by the user or operator.
The control mechanism involves the use of a DC motor and gear system in opening and closing the door.
Immediately the sound have been encoded by the user, the sound control system decodes it and sends a signal to
the control mechanism which opens and closes the door depending on the signal sent by the sound control
system. The major function of the DC motor is to provide the required turning torque when activated while the
gear system is to increase or reduce the speed of the DC motor used.
The sound control door system was designed to serve well in different security applications, providing
inexpensive inputting keys (sound) free from false triggering.
The design stages consists of the power supply unit, input sensor, sound decoding and oscillator. It also consists
of special network components (infrared) to prevent false triggering and ensure desired performance objectives.
A decade counter IC is used instead of flip-flop, special transistor and edge triggering network for low audio
frequency.
The primary purpose of switch is to provide means of connecting two or more terminals in order to permit the
flow of current across them, to allow for an interaction between electrical components, and to isolate circuits so
as to terminate communication flow when need be. The motivating force behind this design is based on the
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desire to alleviate the problem faced by the aged, physically and insecurity challenges. It also takes into
considerations the illiterates that may have problems operating some “complex” Hand-Held Sound Control
Switch (VOX).

The device is activated by clapping or knocking twice within a set time period that is determined by an oscillator
and sequential output of 4017 counter depending on the encoded preset signal.

1.2 Aim and Objective

The aim of this work is to design and develop a sound control door lock system, specifically this work will:
Determine the signal needed to activate the door lock system and the mechanical system in opening and closing
of door system.

1.3 Scope of Study

The scope of this work is to design a device which can be switched ON and OFF using voice signals.

Specifically:

i The switching interface applied in this work is the general purpose type as it is not restricted to only one
type of load.

ii. The type of control this work employs is the simple ON/OFF control switch.

1.4 Limitations

This work was carried out within the design consideration; as a result of this very few limitations were observed.

They are:

) It can only be used in a light weight door (<25Kkg).

. It can only be applied to swing doors.

. The degree of opening angle is (0 <x=>95°).

1.5 Review of Related Work

Ogri, et al, 1996,designed a prototype security door that can be remotely controlled by a GSM phone acting as
the transmitter and another GSM phone with dual tone multi-frequency (DTMF) connected to the door motor
through a DTMF decoder interfaced with microcontroller unit and a stepper motor.

The design was composed of four main functional modules, namely; the GSM module, the decoding module,
controlling module and the switching module. The GSM module acted as both transmitting and receiving unit,
employing the use of a mobile phone serving as the communication device between the user at one end and the
object of access (i.e. the door) at the other receiving end. The decoding module and the controlling module were
made using modern integrated circuit chips ensuring proper conversion of signal to binary codes, enabling the
microcontroller to communicate properly with the switching device responsible for opening and closing the
door. The codes were written in assembly language with Visual basic software and compiled with M-IDE studio
for MC-51compiler which worked perfectly with Window XP environment, the program was ran without error
before it was burned onto the microcontroller using a device called the programmer by placing the
microcontroller on it socket equal to the pin number.

Adewale, et al, 1996, designed and developed a Microcontroller Based Wireless Security Door Access System.
The system used a PIC 16F84 microcontroller for the transmitter design and PIC16F84 for the receiver module.
The PIN for the person to be granted access was stored in selected general purpose registers in the controller.
The microcontroller scans the data entry, and compares it with the stored PIN to grant or deny access to the
person. The interfaces, equipment and also the components used in each stage of the prototype assembly and
construction.

Input Type: Telephone Keypad, Pin: 3 Digits; Password: 464; Transmitter Frequency: 415MHZ; Supply
Voltage: 5vdc, 12vdc (For Model Gate Dc Motors) Maximum Current: 500ma Access Mechanism: Model
Sliding Door Microcontroller: PIC16F84 Sliding Door Interconnect: Small Computer System Interconnect
(SCsI); DB-9 connector. The starting point of the project began with the remote control (transmitter). On this
remote, is placed a keypad possessing a 12Key 3x4 matrix keypad connected to the PORTB of the
microcontroller, which has been configured as the input.

The microcontroller scans the PORTB using a special subroutine program (SCAN), decodes any of the
depressed keypads and sends the decoded binary number to the register where it is compared with the stored
numbers. If all the entered numbers is the same as the saved numbers programmed in the special register, the
microcontroller then sends a signal to modulate the transmitter. The signal modulates a 415MHz transmitter
module capable of about 50meters. Supposing the numbers which are keyed on the keypad are not programmed
in the special register or not keyed in the particular order as that saved in the special register, the access is
denied. A LED is set off which has been configured on PORTAS3. When the correct code has been keyed in the
correct order; the access granted LED is set off which is configured on PORTAZ2 and in turn; an electric pulse is
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sent to the Relay (RL1) via PORTAL. PORTA has been configured as an output port. After the pulse has been
sent to the RELAY (RL1), the magnetic field created by the armature coil attracts the armature to connect the
contact thereby connecting the circuit and the signal being sent to the receiver. On the receiver end, the signal is
demodulated by the receiver module which sends the pulse to the PORTAL of the microcontroller which has
been configured as the input, and the output is now sent to the relays (RL1 AND RL2) via the transistors Q1 and
Q2 that controls the opening and closing of the model door via PORTB6 and PORTB7. The system is also
coded such that the output of PORTAZ2 on the transmitter module indicates ACCESS DENIED when the wrong
code is sent, while the LCD indicates ACCESS GRANTED via PORTBO to PORTB5.

1.6Types of Security Access System

There are different types of electric security devices, they are; switch activated lock system, sound activated

system, shadow access lock system, light detector security system, pressure pad, sensitive security system and

smartcard security access system etc. these systems are designed to serve different purpose as their names
implies, their operation are related because some of them give access while some deny access.

. Physical Security Devices: A physical device such as =\speed passes. Key chains by gas station are
used to identify a person. Sometimes a password or personal identification number (pin) is also
required to ensure that it is the right person.

. Biometric Identification: Biometrics is the science of identifying someone from physical
characteristics. This includes technologies such as voice verification, a retinal scan, palm identification
and thumbprint.

. Sound Activated Lock System: The principle behind the sound activated lock system is that, it uses
sound. The system locks permanently when there is a noise in the environment. This system uses
sequential IC‘s like 555 timer which is made to operate with high frequencies and microphones will
trigger alarm if there is a change in its frequency. These systems are ideal in bank vaults.

. Shadow Detector Access System: Another security access system is the shadow detector access
system. This is mainly designed to be used at doors and places that need to be secured, the system
works with alarm, but this device is highly inefficient because at the change in the intensity of light in
bad weather and its function is restricted to only day hours.

. Pressure and Sensitive Security System: Pad with sensitive layers are hidden under the floor, when
the system is activated alarm is triggered as pressure is applied on the pads. These pads are made of
slightly suspended switch which closes the circuit and triggers alarm only when pressure is applied on
it [Wikipaedia.org].

. Smartcard Access System: The card access control system secures an area using an electronic door
locking mechanism that requires a card reader and valid card to access the area. Only persons who are
permitted to access the area and who have been issued valid cards may gain entry. And the card is
embedded with either a microprocessor or a memory chip, only a memory chip with non-
programmable logic. The microprocessor can add, delete and manipulate information on the card,
while a memory chip card (for example pre-paid phone cards) can only undertake a pre-defined
operation [wikipaedia.org].

1.7 Improved 555 Oscillator Duty Cycle

Ve (+5 to +15W)

Charging
Current R1 2 4
L 1
Discharge
D1¢ R2 099 0
h 4 Astable t | & t
3 : Astable
O utput - 1S
D2 Output
Trigger
Threshold
Timing 5 1
Capacitor L. C1 c2

_|_ _F_E:LLLF Ov

Figure 1: Astable Vibrator with 50 Percent Duty Cycle [www.google.com]
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Figure 1 is an astablemultivibrator, by connecting this diode, D, between the trigger input and
the discharge input, the timing capacitor will now charge up directly through resistor R; only, as resistor Ry is
effectively shorted out by the diode. The capacitor discharges as normal through resistor, R,. An additional
diode, D, can be connected in series with the discharge resistor, R, if required to ensure that the capacitor will
only charge up through D, and not through the parallel path of R, as during the charging process it is connected
in reverse bias.

The charging time of t; = 0.693(R; + R,)C is modified to take account of this new charging circuit and is given
as: 0.693(R; x C). The duty cycle is therefore given as D = Ry/(R; + R»). Then to generate a duty cycle of less
than 50%, resistor R; needs to be less than resistor R,.

Although the previous circuit improves the duty cycle of the output waveform by charging the timing
capacitor, C, through the bypass diode, D, we can also produce a fixed square wave output waveform with an
exact 50% duty cycle simply be moving the position of resistor, R, to the output pin as shown.

Weoe (+5 to +15W)

=1
100K 555
Astable 1

Cutput

Trigger
Threshold

O et 5_]_ c2 !
T  Tow]| o

Figure 2: 50% Duty Cy_ETe Astable Oscillator [www.google.com]

The reason for this 50% duty cycle is that capacitor; C, is now charging and discharging through the same
resistor, R,. When the output from the 555 oscillator is HIGH, the capacitor charges up throughR, and when the
output is LOW, it discharges through R,. Resistor R, ensures than the capacitor charges up fully to the same
value as the supply voltage.

However, as the capacitor charges and discharges through the same resistor, the above equation for the output
frequency of oscillations has to be modified a little to reflect this circuit change. Then the new equation for the
50% Astable 555 Oscillator is given as [Boylestad, & Nashelsky]:

50% Duty Cycle Frequency Equation

1

f: 0.693 (2R3).C Hz (1)

Note that resistor R; needs to be sufficiently high enough to ensure it does not interfere with the charging of the
capacitor to produce the required 50% duty cycle. Also changing the value of the timing capacitor, C; changes
the oscillation frequency of the astable circuit.

Il. MATERIALS AND METHOD
2.1 Design of Power Supply Unit

AC POWER STEP DOWN BRIDGE SMOOTHING CONSTANT
220V TRANSFORMER RECTIFIER CAPACITOR VOLTAGE
REGULATOR

Figure 3: Block Diagram of the Power Supply Unit

The entire circuit is powered by a standard +5Volts DC power supply since most of the components are digital
logic components. Before the power supply unity was designed, the total power requirement of the circuit was

analyzed as follows:

e The CMOS IC for 555, CD4017 datasheet specified that the maximum voltage to be 15Volts and the
minimum voltage to be 3Volts.
e The DC motor required 6 Volts.

Www.ajer.org
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Therefore, the circuit can adequately run on a 6Volts DC supply. However, in order to obtain the 6Volts DC
supply from the public mains, the following circuit configuration was used. The transformer is a step down
transformer rated 240V/9Vac at 500mA.: since the expected output voltage is 5volts, any value above this is
suitable. So a 9V transformer is chosen to step down the alternating current voltage from 240Vac to 9Vac at
500mA.

ANd Dpyrrene = 1.5 X 500mA = 0.75A (2)

When Dgyrends the Diode forward current. Therefore the required device must have a: Dyi> 25V and Deyrenc>
0.75A. From diode catalogue (datasheet), the IN4001 has the following characteristics; Dy, = 50V and Deyrrent
=1A, this makes it more than suitable. Hence the four diodes of the bridge rectifier are IN4001.

» Filtering Stage:

The filtering stage consists of two capacitors. The function of the capacitor is to remove the fluctuations or
pulsation (called ripples) present in the output voltage supplied by the rectifier. Capacitor C, and C, are filter
capacitor and improvement capacitor respectively [Rashi, 1986] and [Richard, 2001]. The voltage rating of the
capacitors is chosen such that it is at least 1.5times the Vp from the rectifier output.

The Vp from the rectifier output is
VP(in) - Vd = Vp(out) (3)

Where V) is the Vp from the transformer; Vg is the voltage drop across the rectifier diodes; and V is the
Vp from the rectifier output.

Thus, Vyin = 21.21; V4 = 1.4V (voltage drop across each diode arm is 0.7V).

Viouy = 21.21-1.4 =19.81V, (4)

The voltage of the capacitor should be
VpouyX 1.5 =19.81x 1.5 =29.715V  (5)

A capacitor that has a voltage of 35V was chosen. For effective filtering off of the ripple from the pulsating DC,
the capacitance value chosen should be high enough to eliminate the ripple voltage (Vr) to about 20% of the
peak voltage (Vp). The ripple voltage is given by;

V=1, + (2FC) (6)
20% of Vp = 0.2 x 21.21 = 4.242V

Where |, is maximum current from supply = 500mA; F is frequency of supply = 50Hz; C is the expected
capacitance of the capacitor, hence

C=1I,+ (2FV) @
C =500mA + (2 x 50 x 4.242) = 1.178x 1073F.

However, the manufacturer specified that if the distance between the capacitor and the regulator is up to 6
inches, the inductance of the connecting cable may interfere with regulation [www.aldata sheet.com 2012],
therefore a capacitor of capacitance value of 2200uF is recommended for C,. Therefore C; is rated 2200uF at
35V. C, is mostly specified in rectifier circuits and its value is 0.01pF.

» Voltage Regulator Stage:

The fixed voltage regulator is the 78xx series. 78 indicate that it is a positive voltage output regulator while xx
signifies that value of the voltage; 09 for 9V, 12 for 12V. 7805 was used in this work to ensure that a 5V output
voltage is obtained. To carry out effective voltage regulation, the minimum input voltage to the regulator is
gotten from the manufacturer formula;

Vout = Vmin - Vref (8)
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Where V,,,. is the output voltage = 6volts;

Vs is the reference voltage given by the manufacturer = 2 or 3volts;

Vie=Vour +Vep =5+3=8V

The minimum required input voltage for effective regulation is 8 to 7V. Since we are getting a 1/,,,; of:
Vims =0.707 V, =0.707 x 21.21 = 14.995V

The power supply is adequate for proper regulation; hence the voltage regulator required is 7805.

» Current Limiting Resistor and Power ON Light Emitting Diode:

The series connected components are to indicate that there is power on to the circuit. The resistors protect the
LED from damage and it value is given as:

Iq
Where Vs is supply voltage = 5V; Vd is voltage of diode = 1.25V; and I, is current of the diode = 10mA.

_ 5-125_

R, = 22%2—
1 10

375Q

2.2 Design of Sound Decoding Units

DECADE DECADE CODE DECADED
OSCILLATOR COUNTER 2 SWITCH COUNTER 3
COUNTER 1 SELECTOR

Rigure 4: Block Diagramlof Sounding Decoding System

This comprise of an oscillator (555) decade counter (hef 4017), diode(1n4001) and a transistor(bc547).

The figure below show the configuration of 555 Timer as a an Astable Vibrator, but in every design to achieve
the desirable goal. They must be some assumption;

o) B

1

-

Figure 5: 555 Timer Configuration of the Circuit

< Assumption
e Assuming there must be a variation in frequency, in other words the frequency can be varied from low
frequency to high frequency.
e LetC=10uF
R1=4.7kQ, R, =100kQ
Note: The voltage range for 555 Timer IC is 3 — 15V.

Calculation

Note that the 3 parameter mentioned earlier (R; R, and C) will assist us in achieving two frequency if one
parameters is being varied or alter.
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1

f= n2xCX(R1+2R3) (10)
_ 1
f = 2 x10x 105 x (4.7 + 200) x 103
B 1
f= 1.4186
f=0.7Hz
. 1 1
Total Time === — = 1.43 secs
f 07
Time to on
TONl = an X (Rl + Rz) X C (11)
= 0.693 x 104.7 x 103 x 10 x 107°
Ton1 = 0.73 secs
Time to off
TOFFl = an X R2 X C (12)

=0.693 x 100 x 103 x 10 x 107

TOFFl = 0.693 secs

Note: | calculated the value for frequency when the parameter is at maximum capacity, and assuming that R, is
being varied at 50% interval the frequency and Time even the duty cycle will change. | choose to vary R,
because R, take part in the on and off equation.

1. When 100k is adjusted at 50%

2% % 100kQ = 50kQ (13)
100
- 1 (14)
f= In2XCX(R1+2R3)
_ 1
f= In2 x 10 X 1076 x (4.7 + 100) x 103
f, = 1.37 Hz
fo =14Hz
Total Ti —1—1—071
ota lme—f2—1.4— . secs
Time to ON
TONZ = ln2 X (Rl + Rz) X C (15)
= 0.693x (54.7) x1000 x10x10°®
= 0.38secs
Time to off.
TOFFZ = ln2 X Rz X C (16)
=0.693x50x1000x10x10°®
=0.35secs
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Toyx100 038

X 100% = 53%

Duty Cycle = Torr2+4ToN2  0.3840.35
ii.  Taking 0% of 100k, R, =0

b = e (7)
Note: R, =0

Therefore; f; = ! !

= = 30Hz
In2xCxR1  0.693x4.7x103x10x10~6

Trota = ]lc = % = 0.30 secs

Time to on
T=mn2XxC X (R, +Ry) (18)
When R, =0

Tonsz = 0.693 x 4.7 x 103 x 10 X 107® =0.03secs

Time to off.
TOFF3 = an X C X RZ (19)
When R, =0

Torrs =0

_ Ton3%x100

Duty Cycle = TonsTorns (20)
003 _
= So3s0 X 100% = 3% (21)

Table 1: Values of Electronic Components Used

C R; R, Ton Toft Total Frequency
10uF 4.7kQ 100kQ 0.73s 0.69s 1.43s 0.7H,
10 uF 4.7kQ 50kQ 0.38s 0.35s 0.71s 1.4H,
10uF 4.7kQ 0kQ 0.3s Os 0.03s 30H,

From the calculations, as R, increases the frequency of the circuit decrease and vice versa. The figure below
show the circuit of 555 in an Astable mode used for oscillation application. Note that every resistor as a
tolerance limit that is why 1kKQ was added to R, because when measured with an ohm meter the reading was
closed:

R, = (100 +1)
This circuit received signal from the input sensor twice to activate the astable oscillator which the output is fed
into the decade counter for an output which depended on the number of oscillation received from the oscillator,
at this point the code is set with the desired dip switch according to the number of chosen sound beat.
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Figure 6: Sound decoder Circuit

from the circuit above the first decade counter receives the input from the sensor twice to make Q, high and
trigger the transistor which switches on the oscillator at the same time the oscillator output is fed in the second
decade counter to get an output set by the help of the dip switch, this output must correspond to the set of the
second sound beat received, pleased note that to input the second sound beat, the infrared sensor is inactive
thereby the sound signal received at that time is only active at the third decade counter.

2.3Construction

This work was constructed using electronic component and locally available materials, wire and plastic box for
the casing of the electronic circuit. Before the construction was carry out, all the components were tested to
confirm their proper working condition before proceeding into construction. Several steps were taken in the
construction of the system which involved

1. To ensure that all the components to be used are functionally operating, they were first tested with a digital
multi meter and ones that failed were replaced before finally soldering them on the veroboard.

2. To ensure that there was no breakage in the circuit path on the veroboard, immediately after soldering on the
veroboard, the circuit path was tested using the Digital Multi-meter. This was done to also ensure
continuity of circuit on the Veroboard.

3. Using Circuit WIZARD (Student Edition), National instrument simulator etc. to simulate the circuit. The
results obtained from the simulation closely corresponds to the desired result, with some slight variations.

4. The period of time for the alarm remained high unless reset, the main reason for testing all the components
before they were finally soldered on the Veroboard are to avoid the painstaking effort it will take to dia-
solder faulty components at the end of the day. From the continuity test carried out on the Vero board to
check the circuit path, it was discovered that the circuit was in a perfect working condition as continuity
was ensured. Simulation of the circuit design was also done as mentioned. This section described the steps
taken in the verification of calculated results through the real time implementation and measurements. The
construction of the system is in 2 stages; the soldering of the components and the coupling of the entire
system to the casing. The power supply stage was first soldered stage by stage. Each stage was tested using
the multi-meter to make sure it is working properly before the next stage is done. This helps to detect
mistakes and faults easily. The soldering of the circuit was done on a 10cm by 24cm Veroboard.
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2.4 The Door Construction
The door was constructed from coated plywood with a maximum weight of 1.7kg, with a dimension of
150mmx 25mm x325mm, the dc motor used on the door perform two vital functions which are;

To provide a pivoting point for the door and To provide the required turning torque
2.5 Opening Mechanism
The door uses a simple lever system in turning and closing of the door using a permanent magnet motor of 6v,

500mA. No complex control network was done on the dc motor. The direction of rotation depends on the
polarity connection of the dc motor to power if reversed the direction revers too

DC motor turning torque= force x distance
where
Force = mass x acceleration due to gravity

T=25%03=7Nm

L s

l—cEHEEE_'

T [ i"s-lr\. )
= I

U e T e

Figure 7: Circuit Diagram of the Sound Control Door Lock System

I11. RESULTS AND DISCUSSION
3.1 Results
The testing was carry out with the mind of sensitivity of the circuit in relation to sound intensity and distance,
the maximum distance the sound sensor can detect a sound is 7meters, it worked well both in ac and dc voltages,
lastly it was not affected by weather or environmental noise .
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3.2 General Circuit Operations

The mode of operation of this circuit is very simple, starting from the sensor, immediately the infrared sensor
detects an obstacle within a length of 10cm it sends a signal (voltage) to the transistor which makes the
transistor to conduct between the collector and emitter(negative voltage) to the relay, at this point, any positive
voltage sent by the sound sensor will trigger the relay. Hence, a positive voltage is sent to pin 14 of 1C4(4017)
pin 4 of IC, is connected to a transistor(Q,) which causes the 555timer to oscillate sending pulses to pin 14 of
IC,, during this, the output of 1C,(4017) operate in a sequential mode from Qq to Qg, The main function of the
code switch is to set the number of beat that will set 1C5 into the desire sequential output set by the operator. In
figure 6, IC; was set at Qs this means that after the first two sound input, the second sound input must be four
time for the door to open and lastly the knock must follow a pattern set by code switch 1else the code switch
pattern will reset the circuit and when inputting the first sound signal must be twice, otherwise the circuit will
reset. The figure 7 shows the circuit details of the work while figure is the simulation result of the DC motor
response during the opening of the door.

Figure 9: Circuit Response due to Sound

Figure 9 is the response of the simulation result of the sound decoder circuit. At the instance when the sound is
produced, its raises the voltage at the decoder to 27V and thereafter, decays exponentially to 13V, this signal
then sets the switch which then energizes the relay to operate the DC motor to open the door.

IV CONCLUSION AND RECOMMEDATION

4.1 Conclusions

It can be concluded that the sole aim of carrying out the design of sound control door was achieved.The work
when tested responded quick to the security of preventing intruders. One factor that accounts for the cheapness
of the product was the proper choice of components used. The ones that were readily available were used, while
a close substitute was found for those that were not readily available. The reliability of the entire work was
considered in every aspect of design and construction. The system was tested and found to be working to
specifications and predictions.
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ABSTRACT: The evaluation of the seismic vulnerability in historical buildings represents an area of recent
interest in relation to the need to define appropriate interventions to improve the quality, compatibility with the
historical-architectural characters, as well as with the static behaviour. The present work shows a completion
of an operational methodology for the definition and evaluation of effectiveness of antiseismic recovery
interventions in historical buildings defined qualitative-quantitative approach. The methodology allows you to
define a coordinated system of structural interventions, appropriate in relation to the specific historical-
architectural and technical-constructive characters of these structures giving a higher degree of security. The
articulation operates as to take into account both the qualitative aspects, related to the technology of
construction and to the rule of the art, and the quantitative aspects of the numerical analysis of the
characteristics of resistance of the structural elements. The methodological approach has found a specific
validation with reference to a masonry and concrete structure: a public housing complex called “Gruppo Piave
—ex Gondar” in the city of Bari (Italy).

Keywords -historic masonry building, qualitative-quantitative approach, linear and nonlinear analysis, seismic
vulnerability, index of elastic-seismic improvement.

l. INTRODUCTION

It is known that earthquakes have always represented the main cause of damage and losses to the
architectural heritage [1]. Historical buildings are characterized by an inherent vulnerability to seismic action,
because anyhow masonry is not very resistant to states of traction, especially on the horizontal planes of the
courses, normally compressed [2, 3]. On these, in the case of an earthquake, the horizontal action causes the
weak resistance of the material to exceed for the states of tangential stress and tension, causing damages because
of the sliding or the detachment of the elements [4]. In addition, the history of these buildings, marked by
different construction phases, accentuates that behavior which is already inherent in the material. The growths,
the superfoetations, extensions that are planimetric, determine the presence of many facilities within the same
building. In this way the behavior is strongly influenced by the action that strikes them. In the case of an
earthquake, the horizontal inertial forces are capable of causing the loss of balance of these elements especially
if slim or not properly connected to the rest of the building. This intrinsic vulnerability is extremely fed, in some
cases, by the lack of assessment of effectiveness of some new construction techniques [5] that increase the
propensity on the part of historical structures to be damaged; solutions such as the remake of a reinforced
concrete roof, the inclusion of curbs that are too for walls, the use of seams armed as an alternative to traditional
metal tie rods, have caused higher damage in most of the cases compared to those that the original structure
would probably have presented. Therefore, there is a problem of seismic safety for the historical buildings, in
other words we need to assure that the structure have a capacity of resistance comparable to that required of the
new constructions, both for the protection of the public safety, and for the upkeep of the property; the
intervention of earthquake recovery can certainly not be a compromise between conservation of architectural
building and protection of the public safety, but neither should it be the optimal synthesis [6, 7]. All this requires
a proper understanding of the structure in its whole, in order to identify elements of weakness with respect to the
Rule of the Art. In other words it wants to permeate the concept of structural safety of the historic buildings with
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all the aspects that are unlikely to be integrated within a mechanical model, even if it is refined. In this way the
intervention, that comes from it, is certainly appropriate, because it poses as not a distortion of the "logic"
(formal and spatial-material) of the pre-existent and in continuity with the "modal logic" (procedural) that it
approves.
11. OBJECTIVE OF THE STUDY AND METHOD

The following work presents a methodology for defining and assessing the effectiveness of
interventions of earthquake recovery, defined quali-quantitative, through which improve the security level of an
existing building, through a respect for its historicity. The approach selects quantitatively, as a result of dynamic
analysis, combinations of interventions, adequately defined qualitatively related to conservative aspects of the
product. In this way the need for conservation is not an obstacle but rather a guide to planning really effective
antiseismic interventions. In other words, ways of knowledge and analysis are proposed in which the judgment
on the suitability of an intervention emerges from the comparison between the ability of the structure, evaluated
following a qualitative and quantitative knowledge of construction, and the seismic action. This comparison is
not to be understood as binding occurs between strength of the structure and demand; on the contrary, it is
attested, for each intervention, a quantitative parameter to bring into account, in conjunction with others, in a
qualitative assessment that contemplates the desire to preserve the product from damage with seismic safety
requirements about the enjoyment and the function [8]. The objective is to avoid unnecessary works, thus
favoring the criterion of minimum intervention, but also by highlighting the cases in which it is appropriate to
act more decisively. This study wants tohighlight only which can be made in full compliance with the historical
nature of the construction and excluding the rest.

1. QUALI-QUANTITATIVE METHODOLOGICAL APPROACH

The methodological approach starts from the knowledge of the structure according to three levels of
different deepening, necessary both for the purposes of a reliable evaluation of the seismic safety current, and
for the choice of an effective intervention to improve seismic behaviour [9]. The purpose is certainly to put in
place a model that allows a qualitative interpretation of the mechanism of structural operation, as many as the
real structural analysis, for a quantitative assessment. Problems are those related to the recognition of geometric
data, the changes occurred in the course of time, due to the phenomena of damage, resulting from anthropic
transformations, aging of materials and by natural disasters. The first level unfolds therefore in an analysis of the
building, showing the data collected in appropriate forms mostly cataloguing, suitably designed, in order of:

1.1 identification of building organism in its organic structure;

1.2 characterization of the spatial and functional relationships with respect to the bordering territories;

1.3 recognition of individual building block;

1.4 understanding of evolution of transformative structure in correlation to the successive uses in the
course of time, through extensive historical-archival investigations;

Of course for the purposes of proper identification of the structural system, the reconstruction of the
entire building history, the construction process and the subsequent transformations, play a decisive role.
Historical analysis allows both to limit the number of investigations in historically homogeneous areas, and to
focus on those parts that are less known or to possible solutions of continuity, identifying simultaneously
previous consolidation interventions. However, the study of the historical evolution of the building cannot be
separated from knowledge of the sequence of earthquakes [10] that have involved the same product in the past;
it shows a real testing from which emerges awareness on the state of seismic stress which has been subjected. A
second level of analysis is oriented towards complete spatial identification and diagnostics of the organism
itself, through operations both of geometric survey, strain behavior, and of study of geomorphologic and
structural plan. The knowledge and characterization of these latter aspects is of great importance in the
prediction of seismic behavior due to the interaction ground - foundation — structure.

In this way, the approach facilitates the next step of input of the seismic model, completed by material
constructive relief of the various elements that make up the structure. It represents a cognitive framework of
third level, through which acquire a detailed morphology intrinsic in the same [11]. Performed a mechanical
modeling of the structure, if the analysis-verification (linear or non-linear) shows an inability of the building in
order to confront the seismic acceleration while waiting for the reference site, the approach requires the
definition of one or more combinations of interventions of earthquake recovery. Modeled each combination of
intervention, rather than perform for each a numerical evaluation of efficacy, such as to require a significant
computational burden, the approach proposes a simplification of the problem, limiting the post tests of detail to
the really effective combination. More precisely, after obtaining the modal forms of each combination of
intervention and state of pre-consolidation, the approach requires the formulation of an index of elastic-seismic
improvement, appropriately introduced therein in order to select the combinations in terms of effectiveness,
calculating it and distinguishing between two cases that require two different formulations of this index. The
two cases concern buildings regular in plan and elevation and buildings that instead have geometrical and / or
construction material irregularities in plan and / or elevation.
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For buildings regular in plan and elevation this operator, Eq. (1) is configured for each combination of
intervention, such as normalized ratio between total pseudo- acceleration of consolidation and pre-consolidation.
Both pseudo - accelerations derive from the elastic response spectrum, specific of the reference site, by a
combination of partial values of accelerations, corresponding to periods relating to vibration modes with

participating mass more than 1 %.
r ({00 0r) Yo
i(

I . = =
" Aprec. ((Z?: (ai)'(mf))z)'(nm)>
prec .
With: mi* = mass normalized modal, nm = number of modes involved, ai = modal pseudo-
acceleration.
Instead in buildings with irregularities in plan and elevation, and wherein the second mode of
vibration result of torsional type index of elastic-seismic improvement is defined as follows:
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MPx'(%)= percentage of participating mass in the direction X 'of the torsional mode of vibration;
MPy'(%)= percentage of participating mass in the direction Y 'of the torsional mode of vibration.

In equation (2) is introduced the torsional factor _t"0.65. This factor, obtained as a result of several
experimental evaluations and interpolations of statistical data, refines the estimate of the index of elastic-
seismic improvement evaluating the contribution due to the torsional motion.

In both equations, with the increase of the index of elastic-seismic improvement, induced by an
increase in overall elasticity with respect to the pre-consolidated condition, building attenuates its vulnerability,
in other words its propensity to suffer damage. The structure dissipates part of energy into the elastic phase and
leaves the remaining contribution to plastic phase. Whether working on buildings of high historical and
architectural interest or on solutions with lower value but still of undeniable interest, the approach provides an
opportunity to recognize the combination of effective interventions quantitatively and qualitatively consistent
with the history of artifact, promoting reduced invasiveness and reversibility of the same.

AV REAL APPLICATION OF THE METHODOLOGICAL APPROACH
IV.l Case of study

The methodological approach has found a specific validation with reference to a public housing
complex dating back to the late thirties of the twentieth century (built between 1937 and 1940) called “Gruppo
Piave — ex Gondar” in the city of Bari (ltaly)(Fig.1). It is formed by two C-shaped symmetrical bodies and is
isolated from other adjacent buildings. The buildings are spread over four levels above ground and one
basement and show irregularities in plan and elevation. The complex has a mixed construction type with
presence of load-bearing masonry and vertical and horizontal elements in reinforced concrete (floor slabs,
beams, pillars, curbs) and the building is of gallery type, unusual for the city of Bari, which was chosen for
economic reasons. During the war, the complex has not been damaged or modified in any way; in subsequent
years, until today, the building structure has not undergone substantial changes to anything, nor the structural
parts; the few interventions concern a lacking and low end maintenance and numerous accretions. Concerning
the seismic history the building has undergone during its existence a series of earthquakes including some quite
significant to the local context in question, with peaks of intensity at the site of the 6th degree of the MCS scale,
which suggests that it has been somehow stressed, though not seriously, from the seismic action over time.

IV.11 Knowledge of the historical building

The cognitive framework of the building have been organized in three levels with increasing depth as
expected from the approach and has been systematized in the drawings and schedule graphs forms. For the first
level (Figs.2, 3) we proceeded with the location, general analysis and registry and relationship identification,
using data from the maps, and in particular identifying the relationship and the distances to the surrounding
buildings, important to assess the seismic behaviour. Extensive documentary researches were also carried out at
the State Archive of Bari and at the home of the “Autonomous Institute of Public Housing of the province of
Bari” and further literature searches from which have emerged a number of important documents and technical
papers with which were reconstructed the story of the building and identified the structural macro - elements. In
the second level (Fig.4) has been gained a complete geometric, spatial, and state of preservation identification
through the historical technical drawings and the direct in situ survey. In the third level (Figs.5, 6, 7) have been
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examined the material - structural and mechanical properties of each structural macro — element using both
parameters provided by the legislation and data obtained from diagnostic tests performed on the artifact (cover
meter and thermographic tests) and the archival documents. The mechanical values [7] have been appropriately
scaled by applying the confidence factors related to the masonry and the reinforced concrete that are both equal
to the level of knowledge and LC2 that is corresponding to a value of Fc equal to 1.20, based on the level of
detail achieved, according to the Italian regulations [4].

IV.111 Mechanical modeling and analysis

The modeling of the building under study was made according to the method SAM Il (Simplified
Analysis of Masonry buildings) based on a macro-elements modeling (pier elements, spandrel beam elements,
joint elements) of the masonry structure, such as to enable analysis of entire buildings with a reduced
computational analysis. The method idealizes a masonry wall by means of an equivalent frame constituted by
pier elements (vertical axis), spandrel beam elements (horizontal axis), modeled with the introduction of rigid
offsets at the ends. In order to avoid the processing of redundant data, modeling was made by considering one of
the two buildings that constitute the complex "Gondar", in particular the one willing to south on Via Bruno
Buozzi, this was possible given the symmetry and the complete correspondence of the geometric and material -
constructive parameters of the two buildings(Fig.8). For more caution in the modeling were not considered
masonry spandrel beam elements present above and below the openings, as deemed low resistance. For
modeling and subsequent analysis the software CDMA Win (Computer Design of Masonries) of the STS s.r.l.
which implements the method SAM Il extending the three-dimensional case was used. The program is
interfaced with the calculation engine Opensees (Open System for Earthquake Engineering Simulation),
developed at the University of California at Berkeley, having high computing power and reliability. It follows a
three-dimensional equivalent frame configuration of the various macroelements with elements, diversified
according to the type of wall or element in reinforced concrete, but all linked together in joints, and solicited by
the loads transmitted from the floor slabs, so as to obtain a complete and proper description of the structure
together with a convenient method of modeling (for one-dimensional beam-column elements) and sufficiently
suitable for the description of the behavior of masonry and reinforced concrete elements which make up the
building object of study. The analysis, carried out in accordance with the regulations [1], were kind of dynamic
modal and nonlinear static (pushover analysis). The verification of resistance of individual pier elements was
carried out for the vertical loads and horizontal ones. For the static analysis was performed the calculation of
slenderness and eccentricity of each wall. Were taken into account both the bending and the shear failure modes
with the respective values of limit shifts laid down in the seismic regulations. For the seismic response analysis
of the building have been used the response spectrum parameters of the area where the artifact is. The results of
the analysis showed an inability of the structure to ensure the resistance to seismic action pending in the site at
Limit State of Preservation of Life (SLV). In particular, the structural deficiencies are highlighted in the
tabulation of data on the pushover curves generated by the software due to non-linear static analysis of the
structure [12], in which are not verified at the SLV the curves corresponding to the numbers: 1, 2, 9, 10 as the
demand structure displacement exceeds the capacity of the same determining the collapse. The curves in
question (Figs.9, 10) correspond to a seismic action in the X direction according to the reference system
established in the modeling with the software. Given the insufficient resistance to seismic action of the building
a seismic recovery intervention was determined and then modeled and evaluated according to the quali -
quantitative approach.

IV.1V Evaluation of the efficacy

The analysis performed showed that the inability of the building in facing an earthquake is due to
insufficient strength of the masonry elements of the same, then the intervention should be aimed at
strengthening the walls. In addition, given that the unmet SLV conditions refer to seismic actions agents in the
X direction according to the reference system associated with the structural model (roughly coinciding with the
direction north — south in the real building) it was decided to intervene solely on the load-bearing walls with this
lying posture, in order to avoid unnecessary intervention with a further stiffening of the structure and a waste of
economic resources, as well as a greater impact on the artifact. The intervention chosen (Fig.11) is the
traditional consolidation through the application of reinforced plaster with the use of glass fiber reinforced
plastic (GFRP) nets and connectors applied on both faces of the concerned walls, selected for its reliability and
effectiveness widely proven, low cost, ease of execution even for unskilled labor, the relatively small impact
because of the absence of decorative and valuable historical - artistic elements in this building. The dynamic
modal analysis, performed on the consolidated model, has shown an increase in resistance of the elements
affected by cracking mechanisms for bending or overturning in the plane of the wall. From the analysis data on
total pseudo - accelerations in the X consolidated direction necessary for the calculation of the elastic - seismic
improvement index and then the qualitative evaluation of effectiveness of the intervention (Table 1) have been




American Journal of Engineering 2015

obtained. In addition was also made a pushover analysis in the adopted consolidated state that has further
confirmed the fulfillment of the seismic demand in terms of moving for the site where the artifact is.

V.V Results

For the effectiveness assessment of the proposed intervention the elastic - seismic improvement index
has been calculated according to the formulation proposed in this paper. Firstly the data of the pre —
consolidated state, obtained by modal analysis, have been defined as summarized in table 2. These were
compared with the consolidated state data. The results of the modal analysis of the building showed that, despite
irregularities in plan and elevation, the first two modes of vibration are of bending, singular condition due to the
nearly coincidence between the center of mass and center of rigidity of the structure, therefore it was possible to
use the equation 1 for the definition of the index. So it is derived the elasto - seismic improvement index.
Afterwards the value of the index was compared with the values of the SDOF (single degree of freedom) elastic
stiffness obtained from the bilinearization of the 8 pushover curves of the investigated direction (X) in the pre-
and post-intervention (Table 3). The average values of the coefficients (K *) in the two conditions were defined,
then it is considered the ratio between the SDOF stiffness coefficient (K) pre and post consolidation for each
pushover curve and it is compared with the ratio between the average values of the coefficients (K *) and the
value of the elasto - seismic improvement index (Table 4) (Fig.12). Finally, the standard deviation between
these values that is equal to approximately 1.77% has been calculated.

V. FIGURES AND TABLES

~ s A= L. . 8 - B b
Figure 1. Public housing complex “Gruppo Piave — ex Gondar” in Bari.
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Figure 8. Three-dimensional mechanical modeling of the building.
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Figure 11. Localization of the seismic improvement intervention.
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Figure 12. Graph comparing the values of the ratios between coefficients of elastic stiffness in pre and
consolidated state for each pushover curve in the X direction and between their mean values and the elastic -
seismic improvement index.
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DIRECTION MODE MASS [25] m* PERIOD [s] a [e]
X 1 1,54 0,025904 0,41616 0,187
X 59,45 1 0,38677 0,187
X 3 6,77 0,113877 0,36639 0,187
x 5 11,72 0,19714 0,13221 0,159
x 6 2,59 0,043566 00,1267 0,156
x 7 1,03 0,017325 0,08875 0,131
x 8 1,37 0,023045 0,08411 0,127
X 9 2,23 0,037511 0,08025 0,125
X 10 1,33 0,022372 0,07359 0,121
X 11 1,23 0,02069 0,06915 0,118

10 0,709233
Table 1. Definition of total pseudo-acceleration of consolidation. -
DIRECTION MODE MASS [26] m* PERIOD [s] a[el
x 1 62,59 1 0,47154 0,187
x 2 5,08 0,081163 0,43627 0,187
x a 12,72 0,203227 0,16556 0,181
X 7 2,67 0,042659 0,10824 0,143
x 8 2,01 0,032114 0,1002 0,138
X 9 1,12 0,017894 0,090841 0,132
x 12 4,65 0,074293 0,07367 0,121
7 0,476281
Table 2_ Definition of total pseudo-acceleration of pre-consolidation, -
SDOF STIFFMESS COEFFICIENTS
DIRECTIOM CURWVE K prec.[t/m] K cons_[t/m]
b4 1 A93Z383,54 T1IATF , TS
> 2 “A48496,63 59890,31
> =3 F5104,25 108719
b L= 5022 ,446 107862, 7
> =] 4491 29,49 1011 ,02
> 10 a49037,39 o109, 79
b 13 FA4935, 72 108234,3
b 1 F5696,6 107e01l
K*prec. K*cons.
e2094,.5 89363.2

Table 3 SDOF stiffness coefficients related to the pre-comsolidated and conscolidated state.

DIRECTION CURVE "
cons./Kprec.

X 1 1,4474005
X 2 1,4426248
x 5 1,4475745
x 6 1,437739
® 9 1,4453875
X 10 1,4297211
x 13 1,4443615
X 14 1,4214778

K*cons./

K*prec.
1,439149 1,489106

Table 4. Ratio between the stiffness coefficients SDOF relating to the consolidated and pre-consolidated state
and comparison with the ratio between their average values and the elastic - seismic improvement index.

VI. CONCLUSION
The study has helped to develop and perfect a practice for the selection of seismic recovery
interventions in the historical buildings, assuring simultaneously safety and conservation of the structure. The
complexity of the buildings, which have been chosen for the analysis, together with further tests carried out on
other equivalent structures, has allowed us to test the applicability of the approach as a tool to address in
overcoming of seismic risk at the territorial level. The elastic-seismic improvement index has been validated
through the pushover analysis, which confirmed that the increase of the index, represents the increase of the
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elastic stiffness and the decrease of the oscillation period of the structure, resulting in an attenuation of the
request displacement expected for the site and therefore a reduction of the seismic vulnerability of the building.
The study has also shown how the reliability of the evaluation approach is strongly influenced by the level of
knowledge of the construction. The approach is therefore a tool able to grasp, with a reduced computational
burden and an appropriate level of accuracy, the response in terms of improving the seismic vulnerability of the
historical buildings, otherwise punishable by methodologies of much more complex analyses. For this way, it
can be considered that the proposed approach, together with other practices for the assessment and mitigation of
seismic risk, is capable to drive the design of interventions in existing buildings.
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[2]
(3]
(4]
(5]

[6]
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Numerical Integration and a Proposed Rule
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ABSTRACT : Numerical integration plays very important role in Mathematics. There are a large number of
numerical integration methods in the literature and this paper overviews on the most common one, namely the
Quadrature method including the Trapezoidal, Simpson’s and Weddle’s rule. Different procedures are
compared and tried to evaluate the more accurate values of some definite integrals. Then it is sought whether a
particular method is suitable for all cases. A combined approach of different integral rules has been proposed
for a definite integral to get more accurate value for all cases.

Keywords -Integration, Quadrature formula, Trapezoidal rule, Simpson’s % rule, Weddle’s rule.

l. INTRODUCTION
Numerical integration is the study of how the approximate numerical value of a definite integral can be found. It
is helpful for the following cases:

e Many integrals can’t be evaluated analytically or don’t possess a closed form solution. For example:
fot e~ dx.

e Closed form solution exists, but numerical evaluation of the answer can be bothersome.

e Theintegrand f (x) is not known explicitly, but a set of data points is given for this integrand.

e The integrand f (xX) may be known only at certain points, such as obtained by sampling.

Numerical integration of a function of a single variable is called Quadrature, which represents the area under the
curve f (x) bounded by the ordinates X,, X, and x-axis. The numerical integration of a multiple integral is
sometimes described as Cubature.

Numerical integration problems go back at least to Greek antiquity when e.g. the area of a circle was obtained
by successively increasing the number of sides of an inscribed polygon. In the seventeenth century, the
invention of calculus originated a new development of the subject leading to the basic numerical integration
rules. In the following centuries, the field became more sophisticated and, with the introduction of computers in
the recent past, many classical and new algorithms had been implemented leading to very fast and accurate
results.

An extensive research work has already been done by many researchers in the field of numerical integration. M.
Concepcion Ausint compared different numerical integration producers and discussed about more advanced
numerical integration procedures. Gordon K. Smith®® gave an analytic analysis on numerical integration and
provided a reference list of 33 articles and books dealing with that topic. Rajesh Kumar Sinhal® worked to
evaluate an integrable polynomial discarding Taylor Series. Gerry Sozio'™ analyzed a detailed summary of
various techniques of numerical integration. J. Oliver™ discussed the various processes of evaluation of definite
integrals using higher-order formulae. Otherwise, every numerical analysis book contains a chapter on
numerical integration. The formulae of numerical integrations are described in the books of S.S. Sastry® | R.L.
Burden!”, J.H. Mathews® and many other authors. In this paper, a Quadrature formula has been used to get the
different rules of numerical integrations.

For a given set of data points (Xo, Yo), (X1, Y1), ... ,(%n, ¥n) OF @ function y = f (x), which is not known explicitly, if
is required to replace f (x) by an interpolating polynomial ¢ (x). Different integration formula can be obtained
depending upon the type of the interpolating formula used. The general formula for numerical integration using
Newton’s forward difference formula is
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_ 2_
fx’;"y dx = hn[y, +%Ay0 + 23 p2y +MA3yo + .

th .
12 2 + (n+ D" term] ... ...(>),

whereh is the width of the subinterval and n is the number of subintervals.
For n = 1, the equation (i) reduces to fxxol ydx = %[yo + y1]

Repeating the process for the next intervals and combining all, we get

f;;" ydx = %[yo + 2+ st V) V] (i1), which is known as composite
Trapezoidal rule or simply Trapezoidal rule!®.

When n = 2, the equation (i) yields to fxxoz ydx = g[yo + 4y, + 5]

Continuing the process for the next intervals and combining them, we get

f;;" ydx = %[yo + 4+ Y3+t V) 200+ Yt +Yp2) + Yal.oe ... (iii),
which is known as composite Simpson’s % rule or simply Simpson’s é rulel®,

. 3 . . . 3 .
Forn=3and n =4, Simpson’s 3 and Boole’s rules are obtained respectively but Simpson’s 3 rule is not as

. , 1
accurate as Simpson’s Erule 1],

For n = 6, the equation (i) yields to

*6 3h
f ydx:E[}’o+SJ’1+}’2+6)’3+J’4+SYS+J’6]-
x0

Repeating the process for the next intervals and combining all, we get

n h
fxxo ydx = E[yo + 50+ ys 4yt )+ O F Yt +yY, ) +6(yz+ yo+ ...+
yn—3+2y6+ y12+... ... +yn—6yn] (iv),

which is known as Weddle’s rule.

Here a comparison among Trapezoidal, Simpson’s % and Weddle’s rule is shown in the following table to
examine the better rule for accuracy.

Integral Exact Value Trapezoidal Simpson’s 1 Weddle’s
3
1 - 0.78539816 0.77834373 0.78262639 0.78311087
fo V1-x*dx Error 0.00705443 0.00277178 0.00228730
2, 14.45262777 14.93311330 | 14.47143621 14.45523911
fo (¥ —1)dx Error 0.48048553 0.01880844 0.00261135
25 , 10.77895602 10.72289932 | 10.76522243 10.77098228
. (3logx +2x°)dx  ["Error 0.05605670 0.01373358 0.00797374
2 — 3.26107456 3.25966472 3.26108019 3.26106689
fo V1+ 3sin®x dx Error 0.00140984 0.00000563 0.00000768
1 B 1.00745963 1.00882686 1.00749796 1.00746025
L (1+ e cos(4x)) dx  ["Error 0.00136722 0.00003833 0.00000062

Table-1: A comparison among Trapezoidal rule, Simpson’s %rule and Weddle’s rule for n = 12

WWWwW.ajer.org
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From the table-1, it is concluded that the Weddle’s rule is more accurate among them and then the Simpson’s %

rule, but we know that for the Weddle’s rule and Simpson’s § rule, the number of subintervals must be divisible

by 6 and 2 respectively. But in some real situation, it will may not be found the number of subintervals that is
divisible by 6 or 2. For example, if the limits of an integral is O to 1, then to use Weddle’s rule, the length of
subinterval will be taken approximately 0.166667, 0.083333, 0.0555556, ... etc. involving errors. If it is chosen
an exact length of the subinterval like as 0.2, 0.1, 0.05, ..., then the number of subintervals will be 5, 10, 20,...

respectively. In those cases, which rule will be used? Can it be used the Weddle’s or Simpson’s % rule?

Suppose the number of subintervals is an odd number and then the same examples are shown in table-2 and
table-3 for Weddle’s rule and Simpson’s % rule respectively.

Integral Exact value Forn=11 Forn=13 Forn=15 Forn=17
1 _ 0.78539816 0.76926180 0.77437914 0.77271621 0.77699034
fo 1 —x%dx Error 0.01613636 0.01101902 0.01268195 0.00840782
z 14.45262777 | 11.06287216 | 12.11401731 | 11.29416797 | 11.9212543
) (¥ —1)dx Error 3.38975562 2.33861046 3.15845980 2.53137347
25 ) 10.77895602 | 9.21202478 9.72263745 9.39714488 9.74478881
. (3logx +2x%)dx  ["Eror 1.56693124 1.05631857 1.38181114 1.03416721
2 — 3.26107456 3.08729737 3.14344553 3.10857069 3.14961252
fo 1+ 3sin’x dx Error 0.17377719 0.11762903 0.15250387 0.11146204
1 N 1.00745963 0.97520534 0.98568941 0.97889657 0.98606461
fo (1+e™ cos(4x)) dx  ["Error 0.03225429 0.02177022 0.02856306 0.02139503
Table-2: Weddle’srule forn=11,n=13,n=15andn=1
Integral Exact value Forn=11 Forn=13 Forn=15 Forn=17
1 _ 0.78539816 0.77879864 0.78029230 0.78127118 0.78198025
fo 1 —x%dx Error 0.00659952 0.00510586 0.00412698 0.00341791
2 14.45262777 | 14.78689790 | 14.66206601 | 14.59780633 | 14.55619259
) (e*” —1)dx Error 0.33427013 0.20943824 0.14517856 0.10356482
25 , 10.77895602 | 10.77157016 | 10.77456156 | 10.77621633 | 10.77718833
. (3logx +2x°)dx  ["Error 0.00738586 0.00439446 0.00273969 0.00176769
2 — 3.26107456 3.26039821 3.26066659 3.26081369 3.26089730
fo V1+ 3sin®x dx Error 0.00067635 0.00040797 0.00026087 0.00017726
1 . 1.00745963 1.00760821 1.00755069 1.00751499 1.00749533
fo (1+ e cos(4x)) dx  ["Error 0.00014858 0.00009106 0.00005536 0.00003570

Table-3: Simpson’s § ruleforn=11,n=13,n=15and n =17

Comparing the values of integral (from Table-1, Table-2 and Table-3) for different number of subintervals, It
has been seen that the Weddle’s rule and the Simpson’s % rule can not be used when the number of subintervals
is not divisible by 6 and 2 respectively. In this situation, a new method has been proposed.

1. PROPOSED RULE
Let the number of subintervals is n in which first n,is divisible by 6.So Weddle’s rule is applicable for
the first n; subintervals. From the remaining (n-n,) subintervals, let next n, subintervals are divisible by 2.Then

Simpson’s§ rule can be used for these subinterval (from n,-n,). Trapezoidal rule can be used for the last

subintervals if n is an odd number. For example: If n=13, then Weddle’s rule can be used for the first 12
subintervals and Trapezoidal rule can be used for the last subinterval. If n=14, then the Weddle’s rule can be

used for the first 12 subintervals and Simpson’s% rule can be used for the last two subintervals. If n=15, then

Weddle’s rule can be used for the first 12 subintervals, Simpson’s % rule can be used for the next 2 subintervals

and Trapezoidal rule can be used for the last subinterval and so on. Finally it is added all the values obtained
from these rules to get the values of an integral which are show in table-4.
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Integral Rules For n=13 For n=14 For n=15 Exact Value
Combined 0.78029230 | 0.78320648 | 0.78127118
fl T dx Trapezoidal | 0.779140612 | 0.77979801 | 0.78034785
o Simpson - 0.78319969 0.78539816
3
Combined 14.66206360 | 14.46073778 | 14.59780633
fz(exz 1) Trapezoidal | 14.87970376 | 14.82130280 | 14.77408874 | 14.45262777
0
Simpson’s : - 14.46301848 -
3
Combined 10.77456156 | 10.77403940 | 10.77621633
25 ; 10.77895602
(3logx +2x*)dx | Trapezoidal | 10.73047512 | 10.73662659 | 10.74168779
01 Simpson’s - 10.77003672
3
Combined 3.26066659 | 3.26107446 | 3.26081369
2 N 3.26107456
fo L+ 3sin®xdx | Trapezoidal | 3.25987344 | 3.26003901 | 3.26017256
Simpson’s = 3.26107741
3
Combined 1.00755069 | 1.00744598 | 1.00751499
1
0 1.00744897

. 1
Simpson’s 3

Table- 4: Comparison among Combined rule, Trapezoidal rule Simpson’s% rule for n=13, n=14 and n=15

Table - 4 shows that combined rule gives more accurate result. Beside the above five example, so many
examples have been tried and more accurate results are found.

CONCLUSION
In this article, to find the a numerical approximate value of a definite integral fx’;” f(x)dx , Trapezoidal

rule, Simpson’s % rule and Weddle’s rule are used and it is seen that the Weddle’s rule gives more accuracy than
Simpson’s rule. But these rules can’t be used for all cases. In those cases it may be used theproposed rule to get

the better result.
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Abstract : In this paper, an adaptive sliding mode control of mobile manipulator welding system for horizontal
fillet joints is presented. The requirements of welding task are that the end effector must track along a welding
trajectory with a constant velocity and must be inclined to the welding trajectory with a constant angle in the
whole welding process. The mobile manipulator is divided into two subsystems such as the tree linked
manipulator and the wheeled mobile platform. Two controllers are designed based on the decentralized motion
method. The effectiveness of the proposed control system is proven through the simulation results.

Keywords: mobile platform (MP), welding mobile manipulator (WMM), manipulator, trajectory tracking,
Lyapunov function.

I. INTRODUCTION

Nowadays, the working condition in the industrial fields has been improved greatly. In the hazardous
and harmful environments, the workers are substituted by the welding robots to perform the operations.
Especially in welding field, the welders are substituted by the welding manipulators to perform the welding
tasks. Traditionally, the manipulators are fixed on the floor. Their workspaces are limited by the reachable
abilities of their structures. In order to overcome this disadvantage, the manipulators that are movable are used
for enlarging their workspaces. These manipulators are called the mobile manipulators. In this study, the
structure of the mobile manipulator includes a three-linked manipulator plus a two-wheeled mobile platform.

In recent years, there has been a great deal of interest in mobile robots and manipulators. The study about
mobile robots is mostly concentrated on a question: how to move from here to there in a structured/unstructured
environment. It includes three algorithms that are the point to point, tracking and path following algorithm. The
manipulator is a subject of a holonomic system. The study on manipulators is mostly concentrated on a
question: how to move the end effector from here to there and it also has three algorithms like the case of the
mobile robot. Although there has been a vast amount of research effort on mobile robots and manipulators in the
literature, the study on the mobile manipulators is very limited. It is hopeful that this thesis will make a little
contribution for the mobile manipulator research.

The previous works are concentrated on the following topics
e Motion control of a wheeled mobile robot

The mobile platform is a subject of non-holonomic system. Assume that the wheels roll purely on a horizontal
plane without slippage. The mobile platform robot used in this study has two independent driving wheels and
one passive caster for balancing. Several researchers studied the wheeled mobile robot as a non-holonomic
system. Kanayama et al.[8] (1991) proposed a stable tracking control method for a non-holonomic mobile robot.
The stability is guaranteed by Lyapunov function. Fierro and Lewis[3] (1995) used the backstepping kinematic
into dynamic method to control a non-holonomic mobile robot. Lee et al.[4] (1999) proposed an adaptive
control for a non-holonomic mobile robots using the computed torque method. Fukao et al.[5] (2000) developed
an adaptive tracking control method with the unknown parameters for the mobile robot. Bui et al.[6] (2003)
proposed a tracking control method with the tracking point outside the mobile robot.
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e Motion control of a manipulator

The control of a manipulator is an interesting area for research. In previous works, Craig et al.[1] (1986)
proposed an algorithm for estimating parameters on-line using an adaptive control law with the computed torque
method for the control of manipulators. Lloyd et al.[2] (1993) proposed a singularity control method for the
manipulator using closed-form kinematic solutions. Tang et al.[9] (1998) proposed a decentralized robust
control of a robot manipulator.

e Motion control of a mobile manipulator

A manipulator mounted on a mobile platform will get a large workspace, but it also has many challenges. With
regard to the kinematic aspect, the movement of the end effector is a compound movement of several coordinate
frames at the same time. With regard to the dynamic aspect, the interaction between the manipulator and the
mobile platform must be considered. With regard to the control aspect, whether the mobile manipulator is
considered as two subsystems is also a problem that must be studied.

In previous works, Dong, Xu, and Wang[7] (2000) studied a tracking control of a mobile manipulator with the
effect of the interaction between two subsystems. Tung et al [10] (2004) proposed a control method for mobile
manipulator using kinematic model.

Dung et al [11] (2007) proposed a “Two-Wheeled Welding Mobile Robot for Tracking a Smooth Curved
Welding Path Using Adaptive Sliding-Mode Control Technique”

2. System modeling

Fig 1. Grillage assembling method for flat hull block

The task is to track the horizontal fillet seam in the grillage assembling method, which is one of the
conventional procedures for assembling the flat hull blocks in shipbuilding and consists of only the horizontal
fillet seam.

Fig 2. Three-link welding manipulator mounted on mobile platform
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Fig 3. Schematic diagram of mobile platform-manipulator

Fig 2 The mobile manipulator is compose of a wheeled mobile platform and a manipulator. The manipulator has
two independent driving wheels which are at the center of each side and two passive castor wheels which are at
the center of the front anh the rear of the platform.

Fig 3 shows the schematic of the mobile manipulator considered in this paper. The following notations will be
used in the derivation of the dynamic equations and kinematic equations of motion.

2.1 Kinematic equations

Consider a three-linked manipulator as shown in Fig 3. The velocity vector of the end-effector with respect to
the moving frame is given by (1).

V. =J6 1)
Where 1VE :[)'(E Ve ¢E]T is the velocity vector of the end-effector with respect to the moving frame,

9:[91 92 QS]T is the angular velocity vector of the revolution joints of the three-linked manipulator, and J is
the Jacobian matrix.
- L35123 - L2512 - L181 - L38123 - Lzsu - L35123
‘] = L3C123 + L2C12 + Llcl L3C123 + LZCM L3C123
1 1 1

where L1, Lo, L3 are the length of links of the manipulator, and
C,=cos(8,); S, =sin(4,); C,, =cos(g, +6,)
Cs=c0s(0,+6,+6,); S, =sin(6, +6,);
S123 = Sin(gl + ‘92 + 03) ;
The dynamic equation of the end-effector of the manipulator with respect to the world frame is
obtained as follows:

)

Ve =V, +W,xRot, 'p.+°Rot, ‘v, (©)
Where
. . X
X'E . X.P . 0 1 _ : . LG + LG, + LGy cosdp —sin®, 0
Ve = YE "Vp = .YP ' WP - _0 1 pE S e lpE =| LS+ LS, + L3S, OROtl = sin(I)P cos®, 0
o, o, D, 22 ¢ 0 o 1
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@, :91+92+93+®P_%; b, =6,+6,+0,+d,

The relationship between v, » and the angular velocities of two driving wheels is given by

wg | |Ur blr v, )
o, | |Ur -blr]a,
Where b is the distance between the driving wheels and the axis of symmetry, r is the radius of each driving

wheel.
The linear velocity and the angular velocity of the end-effector in the world coordinate (frame X-Y)

Ve = X Cos D, +Yesind,; ap =D, (5)
2.2 Dynamic equations

In this application, the welding speed is very slow so that the manipulator motion during the transient time is
assumed as a disturbance for MP. For this reason, the dynamic equation of the MP under nonholonomic
constraints in A(q, )q, = 0 is described by Euler-Lagrange formulation as follows:

Mv(qv)qv +CV (qv7qv)qv = E(qV)TV - AT (qv)ﬂ’ (6)
where
A(qv)zl—sinch cosd | OJ; q, =[Xp Y, ®p]T

21 .

m+—" 0 -m.dsin®
r
21,

M, (q,)= 0 m+ 2 m.dcos®

. I

-mdsin®, mdcos® I+2—W2
c

0 0 -mdd, cosd,
Cv(qv'qv)= 00 _mcd(bpSin(Dp
00 0

cosd, cosd,

1| . . ) TR
E(qv):F sin®, sin®, |; rvz{ }
b -b

21, Vo . : .
i:(m+r—zwj(xp cos®  +Y, smd)p)d)p +m.dd

Consider a WMM as shown in Fig 3. It is model under the following assumptions:

» The MP has two driving wheels for body motion, and those are positioned on an axis passed through its
geometric center.

* The three-linked manipulator is mounted on the geometric center of the MP.

« The distance between the mass center and the rotation center of the MP is d . Fig 3 doesn’t show this distance.
This value will be presented in the dynamic equation of MP.

» A magnet is set up at the bottom of the WMM to avoid slipping.

In Fig 3, (Xp, Yp ) is a center coordinate of the MP, @, is heading angle of the MP, wg, ®_ is angular velocities
of the right and the left wheels, 7, = [TR TL]T is torques vector of the motors acting on the right and the left
wheels, 2b is distance between driving wheel, r is radius of driving wheel, m. is mass of the WMM without the
driving wheels, m is mass of each driving wheel with its motor, |,, is moment of inertia of wheel and its motor

about the wheel axis, | is moment of inertia of wheel and its motor about the wheel diameter axis and I, is
moment of inertia of the body about the vertical axis through the mass center.

. 2
m=m,+2m,; |=I1,+2mb"+2I
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Fig 4. Scheme for deriving the tracking error vector Eg of manipulator
As the view point of control, this thesis addressed to an adaptive dynamic control algorithm. All of them are

based on the Lyapunov function to guarantee the asymptotically stability of the system and based on the
decentralized motion control method to establish the kinematic and dynamic models of system.

3.1 Defined the errors

From Fig 4, the tracking error vector Eg is defined as follows:

e cosd. sind. 0 X
E.=|e, |=|-sin®. cos®d. O Y,-
€, 0 0 1)@

()

YA

Fig 5. Scheme for deriving the MP tracking error vector
From Fig. 5, A new tracking error vector Ey, for MP is defined as follows:
e, cos®,, sind,, 0] X.-X,
Ey =|& |=|-sin®,, cos®,, Of Y.-Y, ®)
€ 0 0 1| o, -,
3.2 Kinematic controller design for manipulator

To obtain the kinematic controller a back stepping method is used. The Lyapunove function is proposed as
follows:

V, =ZE[E, 9)

The first derivative of V, yields
V, =E.E] (10)
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To achieve the negativeness of v, the following equation must be satisfied

E. =—KE, (11)
where K=diag(k; ks ks) with ki, k, and ks are the positive constants. Substituting (1), (3) and (7) into (11) yields

6=3" Rot;*|AH(AA + K)E¢ +V, —V, —W,x°Rot! py | (12)
3.3 Kinematic controller design for mobile platform
The Lyapunove function is proposed as follows:
V, = % ELE, (13)
The first derivative of V; yields
V, =E, ET (14)
To achieve the negativeness of V, the following equation must be satisfied
V, =V¢ C0se; + Do, +K,g, (15)
@, = g +Vg Sine; +K.e; +Kqeq
with kg, ks and kg are the positive constants.
3.4 Adaptive sliding mode controller design
To design a sliding mode controller, the sliding surfaces are defined as follows:
s:[sl}:[ 6, +k,e, } (16)
S, €, +Kqe + Ko (eg)es
where k4 , ks and kg are positive constant values. y (g, ) is a bounding function and is defined as follows:
01 if || <&
v(e)=41-0 if ‘6‘6‘228
nochange & <|e|<2¢

(A7)

Where ¢ is a positive constant value.
The following procedure will design an adaptation law P and a control law u which stabilize and converge the

sliding surface S—> 0 as t —> o0
Firstly, the adaptation law is proposed as the following:

p=—¢7"(1) (18)

Where p=[p, p,] isan estimate value of f =[f, f,[ ; &*= [51_1 ggl]T is positive definite vector
which denotes as an adaptation gain and.
The estimation error is defined as follows:

p=f-p=p=Ff-p (19)
Secondly, the control law u is chosen as follows:
To satisfy the Lyapunov’s stability condition V < 0, the following proposed controller U, can be calculated
as follows:

{ésa), +(e; + D)@, — V&, sin eﬂ { K,&,
mb

€ Ke€ +Ks (&) €
0 R D 0
where Q = tha ; P = P .
0 q, 0 P,

The above control laws u and adaptation law f) with the assumption (8) make the sliding surfaces in Eq. (16) be
stabilized and converge to zeroas t — .

}+QST+F3

(20)

3.5 Hardware design

Measurement of the errors
From Fig. 6, the tracking errors relations are given as
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e, =-rI,sing,

e, =d, +r cose, (21)
€ = Z(OlEiolos)_%
Reference welding path R VR
Fig 6. The scheme of measuring errors e; 53
From Fig. 5, the tracking errors e, es, €5 With respect to moving frame can be calculated as follows:
e, =Xg — Xy =L, cosg, +L,cos(b, +6,)+L,cos(6, + 6, +6,)
e =VYe — Yy =L sing, +L,sin(6,+6,)+ L,sin(0, + 6, + 6,) - D (22)

T T
€s :¢E _52(91"'92"'93)_5

3.6 Control algorithms
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controller I

Equation (5)
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—» Equation (22) | : Equation (4) e
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5 & ?»]TQ—F Equation (12 —! >
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L controller |
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Fig 7. Block diagram of control system

The schematic diagram for a decentralized control method is shown in Fig 7. In this diagram, a
relationship between controllers is illustrated by means of the output of this controller is one of the input of
another controller and vice versa. The control task demands a real-time algorithm to guide the mobile
manipulator in a given trajectory. Laser sensor, rotary potentiometer and linear potentiometer were adopted in
the simulation to obtain the position and orientation of the mobile platform relative to the walls.
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IV. SIMULATION RESULTS

In this section, some simulation resuls are presented to demonstrate the effectiveness o the control algorithm
developed for Horizontal Fillet Joints welding.
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Fig 8. Welding reference trajectory

Fig 10. The WMM is tracking along the welding path
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Fig 11. Different perspective about WMM.
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Fig 23. Results of trajectories of the end effector and its reference

V. CONCLUSION
In this study, developed a WMM which can co-work between mobile platform and manipulator for

tracking a long Horizontal Fillet Joints welding path. The main task of the control system is to control the end-
effector or welding point of the WMM for tracking a welding point which is moved on the welding path with
constant velocity. The angle of welding torch must be kept constant with respect to the welding curve. The
WMM is divided into two subsystems and is controlled by decentralized controllers. The kinematic controller
and adaptive sliding mode controller are designed to control the manipulator and the mobile-platform,
respectively. These controllers are obtained based on the Lyapunov’s function and its stability condition to
ensure the error vectors to be asymptotically stable. From the simulation results are presented to illustrate the
effectiveness of the proposed algorithm.
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ABSTRACT: In today’s competitive world, a successful utility must take maximum advantage of its resources, from
people to equipment to information. Using GIS on RF to integrate geographic with other corporate data has become
absolutely vital to this task. The truthfulness and understandability of information is dependent upon the way it is
presented. Urban planner, biologist, geologist, hydrological engineer and RF engineer tend to discuss some
common factor of interest by having a better understanding of their environment (the geographic space of their
study area). All these professionals work with data that relates to space. Most precisely, they deal with questions
related to geographic space, which might informally be characterized as having positioned data to the earth’s
surface. In this paper, we investigate and predict best model suitable for driving route of UHF wave propagation in
Ondo state, Nigeria by comparing measured values using GIS equipment with the empirical results.

Keywords: GIS, Urban planner, Biologist, Geologist, Hydrological Engineer, RF engineer, UHF, Wave
propagation

l. INTRODUCTION

The telecommunication industry is experiencing exponential growth, resulting in tough competition and an
ever-increasing scope of services offered to suscribers. Solving the many business problems of a
telecommunications company requires a good understanding of where your clients and facilities exist and
information about those locations. GIS as a tool in partner with the field of remote sensing has become an important
component for modelling radio wave prediction [1]. Urban planner, biologist, geologist, hydrological engineer and
RF engineer tend to discuss some common factor of interest by having a better understanding of their environment
(the geographic space of their study area). For instance, urban planner might like to find out about urban fringe
growth in the city; a biologist might be interested in the impact of slash-and-burn practices on the population of an
amphibian species in the forests; a geologist might identify the best localities for construction of building in an area
with regular earthquakes occurrence by looking at rock formation characterstic; a geoinformatic engineer might be
hired by a telecom giant to determine the best sites for the base stations, taking various accounts of cost factors such
as land prices, undulation of the terrain, et cetera; an RF engineer might be interested in the signal strength
evaluation and prediction of a particular sub-station. All these professionals work with data that relate to space. Most
precisely, they deal with questions related to geographic space, which might informally be characterized as having
positioned data to the earth’s surface.

1. LITERATURE REVIEW
Radio wave propagation is the study of the transfer of energy at radio frequencies from one point, a
transmitter, to another, a receiver. Radio waves are part of the broad electromagnetic spectrum that extends from the
very low frequencies which are produced by electric power facilities up to the extremely high frequencies of cosmic
rays. All electromagnetic waves propagate at the same velocity, regardless of the frequency. A typical
electromagnetic wave is light wave and the propagation velocity is often referred to as “the speed of light” (c),
which for a vacuum is approximately 3 x 108 m/sec. The velocity of any wave is dependent upon the medium in
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which it is travelling, but for simplicity is usually considered with respect to a vacuum. The frequency of a wave is
defined in terms of the number of cycles per second or hertz (Hz) and is related to the wavelength () by the

expression, f = % The Ultra High Frequency (UHF) band lies between 300 MHz and 3GHZ which is the ideal

choice for ground to air communication with wide band-width that propagate principally on line of sight (LOS) from
the transmitter to the receiver. The effects of local area topography and conditions in the lower atmosphere mostly
govern UHF propagation. For communication to take place, the transmitting and receiving antennas must have a
fairly unobstructed path between them, hence the term line-of-sight [2]. Radio wave is a function of frequency of
propagation, lower radio frequencies, such as AM/FM radio, have lower wavelengths which allow them to penetrate
geographic features such as vegetation, building wall and others. As the wavelength decreases, the frequency
increases which makes more influence by geographic feature in the environment [3] and thus [1] the quality of
signal strength is extensively blocked or degraded by nature and man to the relatively short wavelength propagation.

In this vein, the prime importance of attenuation investigation and prediction for radio waves propagation can never
be over emphasized by the communication researchers when dealing with planning, budgeting and design of high
performance communication systems [4],[5],[6],[7]. From the transmitter, radio propagation takes different
propagation path to the receiver which depends on the interaction with interfering objects along the path of
propagation [8]. Therefore, the path that the radio wave will take depends on many factors such as frequency,
antenna type and height, atmospheric conditions and terrain. So, it is important to discuss, understand and appreciate
other propagation losses due to complex obstructions such as buildings, tunnels, forests, rainfall, ice, and other
atmospheric conditions. Geographic features hinder the propagation of wave which can be easily modeled in
visibility theory i.e line of sight theory [9].

The classification done by [10] grouped propagation models into three: deterministic, statistical and empirical
models. Deterministic models accuracy is usually very high but at the expense of high computation complexity. This
is because, it requires 3D data of the propagation environment and makes use of the physical laws which determine
radio wave propagation mechanisms for a particular location. Stochastic models, on the other hand, require the least
information about the environment, model the environment as a series of random variables but provide the least
accuracy. Empirical models are based on extensive measurements and mainly give prediction of path loss which is
more often used in practice than statistical and deterministic propagation models, because of low cost and model
simplicity with acceptable accuracy. There are several radio frequency propagation models in which each is useful
for specific environment and the accuracy of any of the model depends on the parameter required by the model and
the environment. There is no universal model for all kinds of propagation situation. All propagation models are
based on the terrain parameters (rural, urban and suburban area) and system parameters like antenna height,
frequency [10]. Example of these models are Okumura-Hata model, Walfisch-Bertoni model, Eglic model, Erecg
Model, COST 231-Hata model, 2D and 3D ray tracing, SUI model, COST -231-Walfisch-lkegami, Cluster Factor,
etc.

Until recently, empirical propagation prediction models seemed sufficient. However, more efficient prediction
models are required in transmitting data (voice and non voice) from the antenna to the receiver. These propagation
models are usually based on the computation of the physical interaction of radio waves and the environment. Thus,
more detailed geo-databases of the environment are required, especially in urban environments where most users are
located [17]. In broadcast frequency planning, GIS is relevant in base station programming, base station position
selection, field strength prediction, coverage analysis, interference analysis, frequency distribution, and so on. For
accurate prediction of radio wave, interference analysis and coverage calculation demand detailed location spatial
database of the required area. As the wireless technology grows, the industry development trend uses geographic
information system to strengthen TV broadcasting coverage network management and construction [12]. The
inability of radio wave to penetrate or bend around geographic features which result in non line of sight can be
easily modeled in geographical information system. GIS has ability to model the communication sheds (commshed)
which is also known as the viewshed. Having the LOS properties of the wave length, the viewshed shows the zone
where there will be signal [13].

In a study conducted in Eugene, Oregon, USA to investigate the impact of different groundcover data have on radio
wave in a wireless network. The transmitting antenna was mounted at height 570 meters from the mean sea level
and Eugene town was found to have 120m and 850m as the minimum and maximum elevation value respectively
above the mean sea level. Signal strength measurement was carried out based on terrain and groundcover. The
researchers calculated the signal strength at each location and developed a spatial signal pattern based on effect of
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terrain [14]. [15] used GIS to predict model radio wave coverage in Peru Mountain District using 16 Tx antenna
locations with 100 meter height above the ground. The size of the study area was 343,820 square kilometers having
a minimum elevation values of 136 meters above sea level and maximum values of 6,687 meters above sea level.
Landuse in the mountains consists mostly of shrublands, 32%, grasslands, 32%, and tundra, 17%. Environmental
Systems Research Institute’s (ESRI) ArcGIS 9.1 was used for prediction. The Okumura-Hata model path loss results
were assessed based on the free space curve. The free space propagation formula was applied in a GIS environment
to generate free-space path loss over distance for a Tx antenna. The Okumura-Hata model path loss curve was
similar to the GIS generated free space model with the use of raster calculator. Values were tested at various
locations and compared with values on the Okumura-Hata model curve which are similar.

Features of The Study Area: As shown below, the study area covers 25km from Ondo State Radiovision
Corporation (OSRC) Antenna which lies within latitudes 6° 30° 00” and 8° 00” 00” and longitudes 4° 30’ 00” and 5°
30’ 00" with minimum elevation value of 204m above the mean sea level and maximum elevation value of 1065m
above the mean sea level.

5’0:0"E 5°30I'0"E
A
g Oriade g
< <
Y ANTENNA
® Towns
— ROAD
[]stupy area
[Jiea
S’OEO'E 5°30l'0"E
Fig 1: The map of the Study Area
1. METHODOLOGY
Table 1: Data and their sources
Data Year | Source | Relevance
Google 2007 | Google | For route design and
image earth navigation
ASTER 2011 | USGS | For digital elevation
model and spot height
Field 2014 | Self For signal strength
measurement measurement
Antenna 2013 | OSRC | For path loss
description calculation
Landsat 2014 | USGS | For landuse /cover
classification
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A. Driving Route Test Design

The GPS coordinate of the transmitting antenna was obtained. This was plotted in ArcGIS environment and 25km
ring buffering around the transmitting antenna was carried out at 1km interval. Points where the buffer crosses the
route were recorded. These coordinates were traced to the ground for signal observation. This was carried out based
on terrain variation, land cover and distance from the antenna which served as a guide and to provide necessary
navigation information. Five driving routes were followed which cut across the study area as shown below

45830°E 5'90°E 51930

72830N
72830N

® Towns
+  OBSERVATIOIN POINT
* ANTENNA
— RO

STUOYAREA

730N
730N

25 kmbutr
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Fig 2: Driving route drive
Driving Route Empirical Model:
Planning COST-Hatz, Olumura-
Hata, and Egli Model
Classification
Path Loss
Calculation Based
on each Model
Field
Measurement
Path Loss Path LossMean
Calculation Ermror

Developed Radio
Wave Model

Fig 3: Work Flow Diagram
B. Signal Strength Measurement

The signal strength measurement was carried out at frequency 487.25MHz based on the coordinates obtained during
driving route design. Coordinates information from ArcGIS software for every point of observation were used after
carrying a ring buffer operation from the transmitting antenna at every 1km up to 25km. Signal strength across
terrain variation was measured and recorded in every route
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C. Signal Strength Measurement with Expected Signal Strength Value:

The signal strength measurement was carried out based on the above route design. Measurements were carried out in
different defined route land use type and terrain classification in order to predict signal strength. Distance and line of
sight (LOS) from the transmitter to the receiver were considered. Field signal strength data were acquired within ten
days. This was carried out in late January with little or no atmospheric interference. The measured signal was
compared to theoretical value. Equation 1 was used to calculate theoretical values.

v\ _ J30P.G;
E(Z) ~ d(os) €

where P, is the transmitted power in (W),
G; is the gain of the transmitter,
d is the LOS distance in (m).
D. Signal Strength Measurement with Existing Models

The field measurements were carried out in the study area and compared with empirical models that were developed
to predict signal strength. The empirical model used in this study are Okumura Hata, Egli and COST 123 model
which were compared with field measurements in the study area in order to develop a base model for the study area.
Equations 2, 3 and 4 were used to determine the corresponding path loss for each measurement taken.

_ 88VPhyhed) 2

En=——'3 )
P.G¢G,
p =it ®
2,2
P= Ptctzilht hy 4)

Where P, is in watts, h, h¢is in metre, dy,, d are in Km and f is the frequency in MHz, [11].

V. RADIO WAVE PROPAGATION MODELS
All radio wave models are mathematical models to predict radio wave attenuation. Communication researchers
make use of these models for planning, budgeting, design and managing of high performance communication
systems. Measurements are mostly carried out for verification of the existing model and the measured observation
[16]. There are several existing models for radio wave prediction reviewed in this research but the paper is limited to
three models namely; Okumura-Hata, COST 123 and Egli model.

A. Okumura-Hata Model

One of the most common propagation models for predicting signal attenuation in a macro cell environment. The
model developed by Y. Okumura and M. Hata and is based on measurements in urban and suburban areas. Validity
range of the model is frequency f. between 150MHz and 1500 MHz, TX height hy, between 3 and 200 m, RX height
h., between 1 and 10m and TX-RX distance r between 1 and 10 km [9]. Okumura-Hata's equations are classified
into three models. They are:

= Rural area: Open space, no tall trees or building in path.

= Suburban area: Village high-way scattered with trees and houses with some obstacles near the mobile

station but not very congested.

= Urban area: Built up city or large town with large buildings and houses.
The Path loss for Okumura-Hata model is defined as below:

e Urban area path loss (dB)
L(db)=69.55+26.16log,, fc-13.82 log,( hte+(44.9- 6.55 log( hte)logiy R — E ()
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e  Suburban areas path loss (dB)
L(db)=69.55+26.16log;, fc-13.82 log,, hte+(44.9 -6.55 [(log, fc/28)°+5.4] (6)

¢ Rural path loss (dB)
L(dB)=69.55+26.16 log;, fc -13.82log;, hte +(44.9 - 6.55 logy, hte) log;o R — 4.78

(logy fc)?+18.33logy, fc + 40.94. -

where
hn: mobile station antenna height above local terrain height [m]
dn: distance between the mobile and the building
ho: typical height of a building above local terrain height [m]
he: base station antenna height above local terrain height [m]
r: great circle distance between base station and mobile [m]
R = r *10° great circle distance between base station and mobile [km]
f: carrier frequency [Hz]
f,: f* 10 carrier frequency [MHz]
A: free space wavelength [m]

B. Egli Model
The Egli model’s ease of implementation and agreement with empirical data make it a popular choice, particularly
for a first analysis. The Egli model for median path loss over irregular terrain is given as

¥
Lso=GyGn [ﬁ] B
d-
where Gy, is the gain of the base antenna,
Gm is the gain of the mobile antenna,
hy, is the height of the base antenna,
h, is the height of the mobile antenna,
d is the propagation distance,
B = (40/f )%, where f is in MHz

®)

C. COST 231 (Walfisch and Ikegami) Model

This model is a combination of the models from J. Walfisch and F. Ikegami. It was further developed by
the COST 231 project. The frequency ranges from 800 MHz to 2000 MHz. This model is used primarily in Europe
for the GSM1900 system [9].

Path Loss,

Lso (dB) =L+ Lys + Lins (11)

where, L; = free-space loss,

L = rooftop to street diffraction and scatter loss,

L = multiscreen loss
Free space loss is given as

Ly=32:4+201logd+ 20 log f. dB (12)

V. RESULT AND DISCUSSION

With the disparity shown between the measured values along the five chosen routes, it could be deduced that the
propagation here suffered attenuation caused by physical environment, atmospheric refraction, and the natural
atmosphere induced propagation delays. In the natural atmosphere, delays are induced by refractivity of gases,
hydrometers, and other particulates, depending on their permittivity and concentration, and forward scattering from
hydrometers and other particulates. Changes in temperature, moisture, and pressure in the atmospheric column cause
a change in atmospheric density, which in turn causes variations in the intensity of waves in both the vertical and
horizontal. Reflection and diffraction caused by obstruction (buildings, mountains with different elevations among
others) and the effect of tree density with foliages along the paths chosen.

The path loss calculated for the three models is a function of LOS (observation points).The reason behind the choice
of these models for path loss prediction lies in the fact that they form part of existing models which have wide
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acceptability and are currently in use for mobile radio propagation. Their specifications and conditions were met by
the parameters of this research work. When compared with measured path loss, the mean deviation errors of the
models used for the predictions were then generated. These prediction errors were calculated as the difference
between the measurement and prediction.

A. Signal strength of the study area

It was noticed and fully observed that there are direct line of s ight between the transmitter and the receiver but the
signal strength reduces as reciever is moved away from the transmitter. The reduction in signal strength is not
uniform which is as a result of attenuation caused by land cover/use, atmospheric refraction and other factors. The
signal strength map was classified into five categories based on field strength observed. At 2km away from the
transmitter, the signal strength is strong and stable but as the receiver moved further away from the transmitter, the
signal reduce gradually because each route differed as elements within the propagation zone also differed.

4'58;34'5 5‘9.0‘E 5'19.30'2
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Fig 4: Signal strength map of the study area

B. Various measured against the theoretical value

After determining the field measurements for each route, the observations were made in order to make a comparison
between the measured and theoretical values and the results clearly show that the measured value is less than the
theoretical value due to geographical element and other factors along the path of propagation.
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Fig 5: Various measurements against theoretical value
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C. Path Loss Prediction

From the above diagram, Path loss for each model was calculated at each LOS. The result show that Egli model
assumes that there is obstruction such as buildings and hilly area that is why the path loss is low which is not true
while Okumura-Hata and COST 231 shows better prediction of signal strength. The overlap that occurs between the
two models is that Okumura Hata model was modified to develop COST 231 model.

1555 12

—L05 ——O0KUMURA-HATA COST231 HATA  —EGLI

Fig 6: Path Loss Prediction radar graph

D. Comparism of Empirical Models with Measurements

The corresponding error statistics in terms of the mean prediction error is shown below. Note that PLME in the
graph means Path loss mean error. It was observed from the analysis that out of the three models considered,
Okumura-Hata model has minimum error of 52.08dB along llesa route, 50.02dB along Ondo route, 48.62dB along
Idanre route, 50.05dB along ljare route and 46.85dB along EKiti route.
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Fig 7: Comparism of Empirical Models with Measurements graph

VI. CONCLUSIONS

In this research work, field measurement and the corresponding elevation data was obtained. Signal
strength map of the study area was developed by surface interpolation and the path loss for measured signal for each
route was calculated and compared for the three empirical propagation models along the selected five routes. Field
strength measurements taken were compared with the predictions made by the three propagation models used. The
results of measurement were validated with theoretical models. Disparity shows that the presence of vegetation
produces a constant loss independent of distance between communication terminals that are spaced 1 km or more
apart.
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The corresponding error statistics in terms of the mean prediction error and the prediction errors were calculated as
the mean of the differences between the measurement and prediction. It could be observed clearly that all the three
empirical models under-predicted the path loss with COST-Hata model and most especially Egli model grossly
under predicted the path loss (i.e. Okumura-Hata model has minimum error in the prediction). Also shown is that all
the three empirical models considered under-predicted the path loss with Okumura-Hata model and most especially
Egli’s model grossly under predicted the path loss (i.e. COST231-Hata model has minimum error in the prediction).
Consequently, Okumura-Hata’s model is best suitable for prediction along the five routes
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The Effect of Packaging Materials on the Quality Attributes of
Crayfish During Cold Storage.

Ajala, A.S.,' Abiola, T.A?
!Department of Food Science and Engineering, Ladoke Akintola University of Technology, P.M.B. 4000,
Ogbomoso, Nigeria

ABSRACT: This study evaluates the effects of packaging materials on the quality attributes of crayfish
preserved in cold storage. This was done in order to ascertain the suitability of the different packaging
materials on keeping the quality attributes of crayfish in cold storage. The “red claw” crayfish was harvested
fresh, beheaded, washed, cleaned and packaged in different packaging materials of low-density polyethylene
(LDPE), high-density polyethylene (HDPE), aluminum foil and plastic. The crayfish were stored for a period of
eight weeks, and samples were taken for analysis every two weeks. The analyses carried out were proximate,
mineral (calcium, iron and phosphorus) and microbial (yeast, mould, coliform and total viable counts).

There were significant reduction changes in the proximate, minerals and microbiological analysis in respect to
the packaging materials and storage period.

Key-words: crayfish, packaging material, quality, cold storage

l. INTRODUCTION

Crayfish, crawfish or crawdad are freshwater crustaceans resembling small lobsters, to which they are
probably closely related. (Hobbs, 1984). Crayfish are eaten in Europe, China, Africa, Australia, Canada, and the
United States. Ninety-eight percent of the crayfish harvested in the United States come from Louisiana.
Louisiana produces 90 percent of the crawfish in the world and consumes 70 percent locally. (Anderson, 2007).
Food preservation is generally useful and important in ensuring food availability and stability supply all over the
world, without these, there might be difficulties arising from food shortage, famine, and a huge downturn in the
economy all over the world. To avoid these, food preservation processes must therefore be put in place to ensure
adequate food supply, stability and availability. (Bentley and Amy, 2008).
Preservation of crayfish is very paramount because of it is easily susceptible to deterioration immediately after
harvest and to prevent economic losses (Okonta and Ekelemu, 2005). According to Akinyele et al., (2007), the
development of machinery that could be employed for effective handling, harvesting, processing and storage of
sea foods such as fish and crayfish cannot be over-emphasized especially when aquaculture is growing fast in
Nigeria. Good processing method is achievable by adapting basic parameters of unit operations necessary to
achieve quality product which can satisfy the consumers and in turn yields good dividend for the processors.
Packaging is an integral part of the crayfish processing as it facilitates handling during marketing and
distribution. Song et al., 2009 listed general features of a good packaging material for foods. One of the
impediments to the growth of crayfish industries in Nigeria is the lack of adequate packaging technology that
could effectively preserve the quality attribute during transportation which has resulted in wastages and poor
quality of the available crayfish. Few researchers have worked on preservation and packaging of crayfish, Ajala
and Oyategbe (2013) has also published work on the influence of packaging and storage on quality of white
shrimp at room temperature. The latest report perhaps on crayfish was from Chen et al., (2007) who worked on
crayfish using 3 different packaging systems namely modified atmosphere packaging (MAP), vacuum
packaging (VP) and aerobic packaging using polyvinylchloride (PVCP). However, report on effect of packaging
materials (such as aluminum foil, low-density polyethylene and high-density polyethylene) on nutritional quality
of crayfish at cold temperature has rarely been published. Hence there is a need to evaluating the effects of
different packaging materials on the quality attributes and storage life of frozen crayfish. This forms the thrust
of the study.
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1. MATERIALS AND METHOD
(a)_Preparation of the samples:

The fresh crayfish used in this project was obtained from Makoko River in Lagos state, Nigeria. After
harvesting, it was immediately put into ice slurry and transported to Food Science and Engineering Department
Laboratory, Ladoke Akintola University of Technology, Ogbomoso, Nigeria where it was processed. The
process involved beheading and washing. 0.25kg of crayfish was then weighed into each packaging material of
sizes (14.5x13.5cm), which included low-density polyethylene (LDPE) of 90 cm®cm?s™ water transmission
rate, high-density polyethylene (HDPE) of 41 cm*/cm?s™ water transmission rates, Polyvinl Chloride of 275
cm®/cm?s™ water transmission rate and aluminum foil. They were then packaged and frozen at -16°C for 8
weeks at Bol-Raib Investment Nigeria Limited Mega fish cold room, Oghomoso, Oyo state. At interval of 0, 2,
4, 6 and 8 week; sample pack of crayfish of each packaging materials was removed for mineral, microbial and
proximate analyses.

(b) Chemical analysis

Microbial, minerals and proximate analyses were carried out using the official methods of Association of
Official Analytical Chemists (AOAC 2000).

(c) Statistical analysis

Data were analyzed using SPSS (version 9.0) package. Analysis of variance was carried out to know the
significant effect of the packaging material on the samples. Significant (P<0.05) difference between means were
identified using the least significant difference procedure.

1. RESULT AND DISCUSSIONS:

(a) Proximate Analysis.

The results obtained from proximate analysis of crayfish stored with different packaging materials are as
presented in Table 1. All the samples generally gained moisture in the first two weeks to equilibrate with the
surrounding humidity in the freezer, except sample C and D which decreased in moisture content. This could be
attributed to the observation of Sing and Heldman 2009 on freezing diagram of food, in which the post cooling
enthalphy (which is a function of specific heat and moisture content) decreased for some freezing time. At this
time, the moisture content seems decreased due to slight reduction in post cooling enthalphy. However as the
weeks increased, all the samples gained a significant amount of moisture, this might be due to their ability to
allow moisture transfer across their boundaries. In other word it could be accrued to the nature of the packaging
material in which transfer of water and oxygen is possible as reported by (Potter and Hotchkiss, 2006). It is
observed from the table that sample at 8" week recorded highest value of moisture which implies that the higher
the storage time, the higher the moisture content of the frozen crayfish samples. This observation has been
earlier asserted by other authors such as Ajala and Oyategbe (2013), Akintola and Bakare (2012), Joseph et al.,
(1998), Basavacumer et al., 1998

The protein content decreased generally as the storage days increased. However, sample C had the highest
protein content present at the end of 8" week meaning the packaging material retained the protein content better
and was significantly different from the other packaging materials, however sample B had the lowest protein
content and was also significantly different from other samples. The major loss of protein in sample B was as a
result of leakages of protein content from the packaging material. This is a similar finding to the work of Gong
et al., (2010) in which there was reduction in protein content of red claw crayfish packaged with polyethylene
stored at -20°C.

The percentage range of the fat content is in agreement with work of Nahid and Fayza, (2009) with values of
2.45 %. However, the results showed that crayfish samples were generally low in fat contents as earlier reported
by Chien et al., (2007). As the storage days increased, there were reductions in fat contents in all the samples.

Table 1: Results of proximate composition

Samples  Fresh (0 Week) 2 Weeks 4 Weeks 6 Weeks 8 Weeks
Moisture contents (%)

A 72.37% +0.69 74.17% +0.15 75.83% +0.15 77.70* +0.20 78.33% +0.15

B 72.37% +0.69 74.13% +0.06 75.86% +0.06 77.73% +0.15 78.93% +0.06

C 72.37% +0.69 67.83° +0.11 70.00° +0.10 71.73° +0.38 74.67° +0.15
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D 72.37% +0.69 69.87° +0.06  72.57° +0.30 7453 +0.21  75.43" +0.15
Protein contents (%)
A 20.47% +0.39 17.90° +0.10  18.27° +0.15 18.43° +0.11  18.47° +0.06
B 20.47% +0.39 17.30% +0.17  17.53" +0.06  17.63° +0.06  17.77% +0.11
C 20.47% +0.39 18.47% +0.15  18.90° +0.10  18.97% +0.06  19.03% +0.15
D 20.47% +0.39 18.27° +0.06  18.50° +0.10  18.67° +0.06  18.77° +0.06
Fat contents (%)
A 3.87% +0.14 1.27¢ +0.11 1.20° +0.10 1.27° +0.06 1.23° +0.05
B 3.87% +0.14 1.27° +0.06 1.23" +0.06 1.27° +0.06 1.27° +0.06
C 3.87% +0.14 1.53" +0.06 1.57% +0.06 1.60% +0.00 1.63" +0.06
D 3.87% +0.14 1.67% +0.06 1.60° +0.10 1.67% +0.06 1.73% +0.11
Ash contents (%)
A 3.10% +0.14 1.93° +0.06 1.83° +0.11 1.83° +0.05 1.80° +0.10
B 3.10% +0.14 1.77° +0.12 1.70% +0.10 1.73% +0.06 1.83° +0.06
C 3.10% +0.14 2.10% +0.10 1.97% +0.12 2.00% +0.10 2.17% +0.06
D 3.10% +0.14 2.07° +0.06 1.87° +0.06 1.90° +0.00 1.97° +0.06
Fibre contents (%)
A 0.10% +0.00 0.10% +0.00 0.10* +0.00 0.10% +0.00 0.10* +0.00
B 0.10 # +0.00 0.07° +0.06 0.10* +0.00 0.10% +0.00 0.10* +0.00
C 0.10% +0.00 0.10* +0.00 0.10* +0.00 0.10* +0.00 0.10* +0.00
D 0.10 ® +0.00 0.07° +0.06 0.07° +0.06 0.07° +0.06 0.03° +0.06
Carbohydrate contents (%)
A 0.10 ® +0.00 0.17° +0.01 0.90¢ +0.00 0.57% +0.15 0.23* +0.04
B 0.10% +0.00 0.13* +0.01 0.70° +0.20 0.40° +0.10 0.90° +0.10
C 0.10% +0.00 0.13% +0.02 0.73° +0.16 0.33° +0.12 0.23* +0.05
D 0.10 # +0.00 0.17° +0.02 0.47% +0.11 0.13% +0.03 0.63" +0.15

Means with the same letter across the column are not significantly different,
Codes: A- Low-density polyethylene, B- High-density polyethylene, C- Aluminum foil, D- Plastic

However, samples C and D were able to retain fat content more than the other samples A and B, this is because
perhap sample A and B allowed oxidation to take place than sample C and D; this is similar to the work of Kong
et al., (2006). Samples C and D were able to form a good barrier against light and other factors which could
cause oxidation.

The ash content decreased generally as storage time increased, this is an obvious reason of leakages of minerals
as storage days increased. This observation is in line with the work of Ibrahim and El-Sherif (2008). The ash
content was highest in sample C and least in sample A, and they were significantly different from each other.
Sample C and D had higher ash contents than samples A and B; this might be because the packaging materials
of A and B allowed more mineral loss sample C and D.

The results of fibre content show that crayfish is poor in fibre as its values range from 0.03- 0.1%. Virtually, the
fibre content remained constant during the storage period which means the fibrous particles of the crayfish were
greater than pore sizes of the packaging material hence the fibre were retained.

The carbohydrate results are as shown in Table 1. The least value of carbohydrate at the 8" week is found in
sample A while the highest value is found in sample C. The samples are significant from each other. All the
samples increased in values as storage days increased. The trend in increment in these values was as result of
either increase or decrease in value of other parameters such as moisture, protein, fat, fibre and ash because
carbohydrate is a percentage difference from addition of these parameters.

(b) Mineral analysis

The results obtained from the mineral analysis of the samples stored with different packaging materials are
presented in Table 2. Sample D had the highest retention of calcium present followed by samples C while
sample A has the lowest value. There was significant difference among all the samples at the second week of the
storage but as storage days increased from 4" to 8", Sample A and B were not significantly different but they
were significantly different from sample C and D. The same trend was observed in iron and phosphorus content.
There was a general minimal loss of mineral content of the samples through the packaging materials during
storage. In a nut-shell, as the cold storage days increased, the values of minerals decreased. Similar observation
has been earlier reported by other researchers such as Ajala and Oyategbe (2013); Nahid and Fayza (2009),
Cemal Kaya (2011).
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Table 2: Results of mineral content variation during the storage

Samples Fresh (0 Week)

2 Weeks

4 Weeks

6 Weeks

8 Weeks

215 +2.45
215 +2.45
215 +2.45
215 +2.45

1.70 +0.00
1.70 +0.00
1.70 +0.00
1.70 +0.00

208.67* +2.31
209.33* +3.06
208.67* +3.06
207.67 +1.69

OO w> o0 w> OO w>

Calcium (mg / 100 g wet sample)

211.00° +3.00
213.67° +1.15
214.00° +3.61
215.33" +2.52

211.00° +3.00
212.67° +1.15
214.67° +3.51
214.33% +2.52

Iron (mg / 100 g wet sample)

1.70° +0.00 1.70° +0.00
1.73" +0.06 1.73° +0.06
1.77% +0.06 1.80* +0.00
1.87% +0.06 1.87% +0.06

208.33* +2.89
209.00* +3.61

207.67 +1.69

199.67° +4.04

Phosphorus (mg / 100 g wet sample)
207.67°% +1.69

209.00* +3.61
207.33% +3.06

198.67° +7.57

210.33" +1.53
211.87° +0.58
213.67% +3.21
213.33%* +2.31

1.70° +0.00
1.73° +0.06
1.80* +0.00
1.87% +0.06

207.67% +2.52
207.67 +1.69
205.67% +4.16
197.33" +6.43

207.00° +1.73
209.67° +0.58
211.33% +3.79
211.67% +3.06

1.70° +0.00
1.73" +0.06
1.80% +0.00
1.87% +0.06

207.67% +2.52
207.33% +5.03
204.00° +3.61
197.33" +6.43

2015

Means with the same letter across the column are not significantly different,
Codes: A- Low-density polyethylene, B- High-density polyethylene, C- Aluminum foil, D- Plastic

The results of the microbial analysis of the samples stored with different packaging materials are presented in
Table 3. The values of mould and yeast count in this work are greater than the values reported by Emad et al.,
(2012) with value of 3.12x10 and 4.1 x10? respectively. Also the values of both coliform and total viable count
in this work are greater than the values reported by the same author. The difference in values may be as a result
of species variety and primarily aquatic habitat factor. From the table total viable count was initially high in all
the samples but later there was a general trend in reduction of yeast, mold, coliform and total viable count as
storage days increased. The obvious reason for this could be because of low storage temperature effect on these
microorganisms. Most of these microbes are mesophile which cannot withstand cold temperatures irrespective
of the packaging materials. Therefore, lower temperature served as a critical factor in inhibiting the growth of
these microbes as reported by Chien et al., (2007), Potter and Hotchkiss, (2006).

V. CONCLUSION

In summary, the fresh sample analyzed was quite better than the stored samples because finding shows a
decrease in the quality attributes of the crayfish, these differences were however not pronounced to cause any
devastating effect on the quality attributes of the crayfish. The results of the proximate, microbial and mineral
analyses show that aluminum foil was better rated than other packaging material from microbiological
standpoint. This implies that samples stored with aluminum foil formed effective barrier against chemical and
biological changes on the crayfish than samples stored with the other packaging materials. However, aluminum
foil is cost ineffective compare to others; hence the decision for packaging material for crayfish is left to
individual crayfish processor

Table 3: Results of Microbial analysis during the storage

Samples Fresh (0 Week) 2 Weeks 4 Weeks 6 Weeks 8 Weeks
Yeast count (cfu/ml)

A 5.17x10° +136 780 +189 0.00 +0.00 0.00 +0.00 0.00 +0.00

B 5.17x10° +136 105* +18 0.00 +0.00 0.00 +0.00 0.00 +0.00

C 5.17x10° +136 401°+20 0.00 +0.00 0.00 +0.00 0.00 +0.00

D 5.17x10° +136 143" +19 0.00 +0.00 0.00 +0.00 0.00 +0.00
Mould count (cfu/ml)

A 6.05x10" +19 0.00 +0.00 0.00% +0.00 0.00% +0.00 0.00 +0.00

B 6.05x10* +19 30" +18 20° +05 0.00* +0.00 0.00 +0.00

C 6.05x10" +19 0.00 +0.00 0.00 +0.00 0.00% +0.00 0.00 +0.00

D 6.05x10* +19 0.00 +0.00 0.00 +0.00 0.00* +0.00 0.00 +0.00
Coliform count (cfu/ml)

A 3.02x10* +89 102° +29 0.00 +0.00 0.00 +0.00 0.00 +0.00

B 3.02x10* +89 0.00 +0.00 0.00 +0.00 0.00 +0.00 0.00 +0.00

C 3.02x10* +89 101° +24 0.00 +0.00 0.00 +0.00 0.00 +0.00
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D
A
B
C

D

3.02x10* +89 202* +69 102° +59 0.00 +0.00 0.00 +0.00
Total viable count (cfu/ml)

6.17x10° +147 890%+85 0.00+0.00 0.00 +0.00 0.00 +0.00

6.17x10° +147 150°+37 29+06 0.00 +0.00 0.00 +0.00

6.17x10° +147 120°+23 0.00+0.00 0.00 +0.00 0.00 +0.00

6.17x10° +147 350°+63 130+13 0.00 +0.00 0.00 +0.00

Means with the same letter across the column are not significantly different,
Codes: A- Low-density polyethylene, B- High-density polyethylene, C- Aluminum foil, D- Plastic

(1]
[2]

[3]
(4]

(5]

[6]
[7]

(8]

(9]
[10]

[11]
[12]

[13]
[14]
[15]
[16]
[17]
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ABSTRACT : An Organic Light Emitting Diode (OLED) is a device composed of an organic layer that emits
lights in response to an electrical current. Organic light emitting diodes have advanced tremendously over the
past decades. The different manufacturing processes of the OLED itself to several advantages over flat panel
displays made with LCD technology which includes its light weight and flexible plastic substrates, wider
viewing angles, improved brightness, better power efficiency and quicker response time. However, its
drawbacks include shorter life span, poor color balance, poor outdoor performance, susceptibility to water
damage etc.The application of OLEDs in electronics is on the increase on daily basics from cameras to cell
phones to OLED televisions, etc. Although OLEDs provides prospects for thinner, smarter, lighter and ultra-
flexible electronics displays, however, due to high cost of manufacturing, it is not yet widely used.

Keywords - Electronic, Display, Devices, Lifetime, Application

l. INTRODUCTION

Do you remember old-style Television set powered by cathode-ray tubes (CRTs)? The biggest ones were
about 30-60cm (1-2ft) deep and almost too heavy to lift by you. If you think that's bad, you should have seen
what TVs were like in the 1940s. The CRTSs inside were so long that they had to stand upright firing their
picture toward the ceiling, with a little mirror at the top to bend it sideways into the room. Watching TV in those
days was a bit like staring down the periscope of a submarine! Thank goodness for progress. Now most of us
have computers and TVs with LCD screens, which are thin enough to mount on a wall, and displays light
enough to build into portable gadgets like cell phones. If you think that's good, wait till you see the next
generation of displays made using OLED (organic light-emitting diode) technology. They're super-light, almost
paper-thin, theoretically flexible enough to print onto clothing, and they produce a brighter and more colorful
picture. What are they and how do they work? Let's take a closer look!

The purpose of this research work is to explore the ground-breaking technology of the OLED. The
following are the specific objectives:

i. How an OLED works

ii. Types of OLEDs

iii. Advantages and disadvantages of OLEDs
iv. Current and future OLED applications

This work discusses the Organic Light Emitting Diode (OLED) with interest on how it works its material
properties, its prospects, limitations and application areas.

This work is intended to showcase the groundbreaking technological success in the electronics display
world, in this masterpiece called the OLED. This research is also intended to supply sufficient information to
students in their choice of electronic display for their electronics projects. Similarly, electronics
engineers/technicians and mainstream display manufacturers, with the information in this research work could
consider employing the use of OLEDs in their displays by taking advantage of all its jaw-sagging features.
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1. ORGANIC LIGHT EMITTING DIODE

The first observations of electroluminescence in organic materials were in the early 1950s by André
Bernanose and co-workers at the Nancy-Université in France. They applied high alternating voltages in air to
materials such as acridine orange, either deposited on or dissolved in cellulose or cellophane thin films. The
proposed mechanism was either direct excitation of the dye molecules or excitation of electrons.

The first diode device was reported at Eastman Kodak by Ching W. Tang and Steven Van Slyke in
1987. This device used a novel two-layer structure with separate hole transporting and electron transporting
layers such that recombination and light emission occurred in the middle of the organic layer; this resulted in a
reduction in operating voltage and improvements in efficiency that led to the current era of OLED research and
device production.

Research into polymer electroluminescence culminated in 1990 with J. H. Burroughes et al. at the
Cavendish Laboratory in Cambridge reporting a high efficiency green light-emitting polymer based device using
100 nm thick films of poly(p-phenylene vinylene).

Before you can understand an OLED, it helps if you understand how a conventional LED works—so
here's a quick recap. Take two slabs of semiconductor material (something like silicon or germanium), one
slightly rich in electrons (called n-type) and one slightly poor in electrons (if you prefer, that's the same as
saying it's rich in "holes™ where electrons should be, which is called p-type). Join the n-type and p-type slabs
together and, where they meet, you get a kind of neutral, no-man's land forming at the junction where surplus
electrons and holes cross over and cancel one another out. Now connect electrical contacts to the two slabs and
switch on the power. If you wire the contacts one way, electrons flow across the junction from the rich side to
the poor, while holes flow the other way, and a current flows across the junction and through your circuit. Wire
the contacts the other way and the electrons and holes won't cross over; no current flows at all. What you've
made here is called a junction diode: an electronic one-way-street that allows current to flow in one direction

only.

Fig.1. A junction diode in a forward biased condition

Fig.1 shows how a junction diode allows current to flow when electrons (black dots) and holes (white
dots) move across the boundary between n-type (red) and p-type (blue) semiconductor material.

An LED is a junction diode with an added feature: it makes light. Every time electrons cross the
junction, they nip into holes on the other side, release surplus energy, and give off a quick flash of light. All
those flashes produce the dull, continuous glow for which LEDs are famous.

OLEDs work in a similar way to conventional diodes and LEDs, but instead of using layers of n-type
and p-type semiconductors, they use organic molecules to produce their electrons and holes. A simple OLED is
made up of six different layers. On the top and bottom there are layers of protective glass or plastic. The top
layer is called the seal and the bottom layer the substrate. In between those layers, there's a negative terminal
(sometimes called the cathode) and a positive terminal (called the anode). Finally, in between the anode and
cathode are two layers made from organic molecules called the emissive layer (where the light is produced,
which is next to the cathode) and the conductive layer (next to the anode). Here's what it all looks like:
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Fig. 2: The structure of an OLED

How an OLED Emit Light
How does this sandwich of layers make light?

1. To make an OLED light up, we simply attach a voltage (potential difference) across the anode and
cathode.

2. As the electricity starts to flow, the cathode receives electrons from the power source and the anode
loses them (or it "receives holes," if you prefer to look at it that way).

3. Now we have a situation where the added electrons are making the emissive layer negatively charged
(similar to the n-type layer in a junction diode), while the conductive layer is becoming positively
charged (similar to p-type material).

4. Positive holes are much more mobile than negative electrons so they jump across the boundary from
the conductive layer to the emissive layer. When a hole (a lack of electron) meets an electron, the two
things cancel out and release a brief burst of energy in the form of a particle of light—a photon, in
other words. This process is called recombination, and because it's happening many times a second the
OLED produces continuous light for as long as the current keeps flowing.

We can make an OLED produce colored light by adding a colored filter into our plastic sandwich just
beneath the glass or plastic top or bottom layer. If we put thousands of red, green, and blue OLEDs next to one
another and switch them on and off independently, they work like the pixels in a conventional LCD screen, so
we can produce complex, hi-resolution colored pictures.

1. TYPES OF OLED

1. Passive-Matrix OLED (PMOLED)

DEED Passive Matrix

Avrmoecler

Fig.3: structure of a PMOLED.
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Presumably this will be the first to hit the market since it was the passive LCD screens that came out
first and more than likely OLEDs will follow in those footprints. PMOLEDs will be more expensive and will
need more power than other OLEDSs, though they will still use less power than LCDs out today. They are made
up of a matrix of electrically conducting row and columns making pixels. Between these rows and columns are
the organic layers and on the other side is the substrate. They are most efficient for smaller screens (2-3”) such
as PDAs and cell phones

2. Active-Matrix OLED (AMOLED)

OLED Active Matrix

TFT
M aitrix

Fig.4: structure of an AMOLED.

AMOLEDs will be similar to passive but will have full layers of cathode, organic molecules, and
anode; the anode layer will have a thin film transistor (TFT) back plate that forms a matrix. The TFT controls
the brightness and which pixel gets turned on to form an image. In AMOLED there will be two TFT arrays per
pixel, one starts and stops the charge and the other keeps a constant electrical current to the pixel. Since there is
a TFT array there they will consume less power than the PMOLED since there is that constant current and they
have faster refresh rates then the PMOLED. This allows the AMOLEDs to be used for computer monitors,
large screen TVs, and even billboards. AMLEDs have an opaque substrate which means it is only top emitting.

IV. FOLDABLE OLED

Fig.5: A device made using foldable OLED.
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Foldable OLEDs have substrates made of very flexible metallic foils or plastics. Foldable OLEDs are

very lightweight and durable. Their use in devices such as cell phones and PDAs can reduce breakage, a major
cause for return or repair. Potentially, foldable OLED displays can be attached to fabrics to create "smart"
clothing, such as outdoor survival clothing with an integrated computer chip, cell phone, GPS receiver and
OLED display sewn into it.

3. White OLED

Fig. 6;: White OLED used in lighting.

White OLEDs emit white light that is brighter, more uniform and more energy efficient than that
emitted by fluorescent lights. White OLEDs also have the true-color qualities of incandescent lighting. Because
OLEDs can be made in large sheets, they can replace fluorescent lights that are currently used in homes and
buildings. Their use could potentially reduce energy costs for lighting.

V. MERITS AND DEMERITS
The LCD is currently the display of choice in small devices and is also popular in large-screen TVs.

Regular LEDs often form the digits on digital clocks and other electronic devices. OLEDs offer many
advantages over both LCDs and LEDs:

Because the light-emitting layers of an OLED are lighter, the substrate of an OLED can
be flexible instead of rigid. OLED substrates can be plastic rather than the glass used for LEDs and
LCDs.

The plastic, organic layers of an OLED are thinner, lighter and more flexible than the crystalline layers
inan LED or LCD.

OLEDs are brighter than LEDs. Because the organic layers of an OLED are much thinner than the
corresponding inorganic crystal layers of an LED, the conductive and emissive layers of an OLED can
be multi-layered. Also, LEDs and LCDs require glass for support, and glass absorbs some light.
OLEDs do not require glass.

OLEDs do not require backlighting like LCDs. LCDs work by selectively blocking areas of the
backlight to make the images that you sees, while OLEDs generate light themselves. Because OLEDs
do not require backlighting, they consume much less power than LCDs (most of the LCD power goes
to the backlighting). This is especially important for battery-operated devices such as cell phones.

OLED:s are easier to produce and can be made to larger sizes. Because OLEDs are essentially plastics,
they can be made into large, thin sheets. It is much more difficult to grow and lay down so many liquid
crystals.

OLEDs have large fields of view, about 170 degrees. Because LCDs work by blocking light, they have
an inherent viewing obstacle from certain angles. OLEDs produce their own light, so they have a much
wider viewing range.
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OLED seems to be the perfect technology for all types of displays, but it also has some problems:

e Lifetime - While red and green OLED films have longer lifetimes (46,000 to 230,000 hours), blue
organics currently have much shorter lifetimes (up to around 14,000 hours (about 1.6 years).

e Manufacturing - Manufacturing processes are expensive right now.

e  Water - Water can easily damage OLEDs.

VI. CURRENT AND FUTURE OLED APPLICATIONS
Currently, OLEDs are used in small-screen devices such as cell phones, PDAs and digital cameras. In
September 2004, Sony Corporation announced that it was beginning mass production of OLED screens for its
CLIE PEG-VZ90 model of personal-entertainment handhelds.

Kodak was the first to release a digital camera with an OLED display in March 2003, the EasyShare LS633.

Fig. 7: Kodak LS633 EasyShare with OLED display.
Several companies have already built prototype computer monitors and large-screen TVs that use OLED

technology. In May 2014, LG Electronics announced that it had developed a prototype super-thin-OLED-
wallpaper-TV., the first of its size.

Fig. 8: LG super-thin-OLED-wallpaper-TV.
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Research and development in the field of OLEDs is proceeding rapidly and may lead to future applications in
heads-up displays, automotive dashboards, billboard-type displays, home and office lighting and flexible
displays. Because OLEDs refresh faster than LCDs -- almost 1,000 times faster -- a device with an OLED
display could change information almost in real time. Video images could be much more realistic and constantly
updated. The newspaper of the future might be an OLED display that refreshes with breaking news -- and like a
regular newspaper, you could fold it up when you're done reading it and stick it in your backpack or briefcase.

OLED technology is still relatively new and unused compared to similar, long-established technologies such as
LCD. Broadly speaking, you can use OLED displays wherever you can use LCDs, in such things as TV and
computer screens and MP3 and cell phone displays. Their thinness, greater brightness, and better color
reproduction suggests they'll find many other exciting applications in future. They might be used to make
inexpensive, animated billboards, for example or super-thin pages for electronic books and magazines. Or
paintings on your wall you can update from your computer. Or even clothes with constantly changing colors and
patterns wired to visualize software running from your iPhone.

VII. CONCLUSION
OLED technology has advanced rapidly in recent years, with high-performing products now beginning
to enter the marketplace for certain niche lighting applications. The thin, flexible structure of OLED panels
provides new opportunities for innovative lighting products, and steady OLED efficiency improvements are
expected to make OLEDs a viable, cost-competitive option for many lighting applications within the next five
years. However, because of its high cost, it is advisable for students and non-blue-chip companies to the other
alternatives such as LCD and LED which has comparative cost advantage.
Despite its numerous advantages, it’s not advisable to be employed by students and non-blue-chip
electronics companies because of its high cost of manufacture and implementation. However, | recommend that:
1. Nigerian technological institutions should partner with OLED manufacturing companies and related
institutes in the training of Nigerian students in the field of electronics displays.
2. The NBTE and NUC should enrich their curriculum for electronics engineering students by including
emerging technologies such as electronic displays.
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ABSTRACT: The Lattice- Boltzmann method is used for investigating the dual scale problems of the fluid flow
through three dimensional multifilament woven fabrics. These fabrics are generally characterized by two
different length scales i.e., the thickness of a single filament and the thickness of a bundle of filaments, known as
yarn. The thickness of yarn is of the two orders of magnitude greater than that of the single filament. The inter-
yarn and intra-yarn spaces are also of the two different scales. The direct simulation of fluid flow in
multifilament woven fabrics includes the resolution of the flow in the inter-yarn and intra-yarn pores of the
media.In the present paper, there is an analysis of the fluid flow in woven fabrics with the Lattice-Boltzmann
method. The tortuosities are given by the LB simulations and image analysis. The transverse and in plane
tortuosities were determined by LB flow simulations and by image analysis that uses the chord length
distribution algorithm [20]. The paper sheets formed as strictly layered structures in the laboratory sheet mold
show little change in tortuosity with changing porosity as the fibres were refined the density of the sheet was
increased. Hence, the transverse tortuosity has a significant change as a result of refining and densification.
That indicates a more complex and less permeable structure. The chord length method tends to give higher
values for tortuosity since the hydrodynamic tortuosity given by the LB method gives more weight to paths of
least resistance, whereas this method does not prefer any particular fluid path or chord length. The graphs
show that the toruosity varies inversely with porosity of the media. The results are shown with the help of tables
and figures.

Keywords: Flow, Woven Fabrics, Porous Media, Lattice-Boltzmann method.

I. INTRODUCTION

The woven fibrous porous media can be found in various industrial applications including but
unlimited to preforming in polymer liquid composite mouldings, filters for separation of solid particles and the
gas diffusion layer of proton exchange membrane fuel cells. The application that is of main interest in the
present paper is the flow in the woven fabrics preform of the resin transfer moulding (RTM) process. The RTM
process is a popular method for manufacturing of both the small and large composite parts. The main challenge
in the RTM process is the prediction of resin flow in the mould through perform. So the knowledge of the resin
flow pattern inside the mould is necessary for the determination of optimum location of the air vents and
injection gates on the mould for reducing the possibility of void formation in the manufactured parts. The
preform is usually in the form of multifilament yarns bound together in the different forms and structures. In this
work, we focus on preforms constructed from woven fabrics;
Hu [10] and Chou [5] have discussed the design and properties of the micro structure of woven perform. Woven
fabrics are generally characterized by two different length scales:
(a) The length scale of a single filament, (e.g. its radius)
(b) The length scale of a bundle of filaments (a yarn), which is usually about two orders of magnitude greater
than that of a single filament.
Nabovati A. et al., [14] have analyzed in details about the three-dimensional multifilament of woven fabrics.
The woven fabrics have a dual porosity characteristic. The first defined porosity is related with the internal
structure of a yarn, and is termed here the yarn porosity or y. The yarn porosity gives the voids between the
constituent filaments of a yarn and characterizes the intra-yarn flow. This is defined as the ratio of the void
volume within a yarn to the total volume of the yarn. The second porosity is due to the void spaces between the
yarns and is termed as the weave porosity or w. So, for calculating the weave porosity, the yarns are taken as a
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solid i.e., zero yarn porosity; so the weave porosity is taken as the ratio of the void volume between the yarns to
the total volume of the minimal bounding box of the fabric sheet. The simulations of fluid flow through woven
porous media capture the flow through both the yarn and weave porosities. The easiest structural form of fibrous
media that has been studied in the analysis is a regular array of infinitely long solid cylinders. Sangani et al.
[22], Gebart [6], and Bruschke et al. [4] studied the flow around solid cylinders of infinite length with square
and hexagonal arrangements and proposed correlations for the axial and transverse flow permeabilities. The
flow in solid yarn woven fabrics was first characterized by using the orifice analogy [4], [19], in which the pores
between the yarns were considered as a series of orifices and the discharge coefficient was given as a function of
the pore structure. Later Lu et al. [12] investigated numerically the fluid flow in a monofilament filter cloth by
using the commercial software, employing the finite volume method to simulate fluid flow in three basic, bi-
axial, plain-weave models for the woven filters. Based on these three weave-models, four different pore
structures were extracted to use in the fluid flow simulations. The corrected form for the discharge coefficient in
the orifice model was proposed based on the simulation results. With the orifice analogy, Gooijer et al. [8]
developed a geometrical model for the flow resistance

in monofilament woven fabrics by using the four unit pore structures of Lu et al. [12]. The proposed structure
was in good agreement with the experimental data. With the methodology of Lu et al. [12] and Wang et al. [23]
simulated fluid flow in a unit cell of monofilament woven fabric and given the values related to the discharge
coefficient for fabrics with elliptical cross sections. By which, they found that the discharge coefficient
decreases with the increasing aspect ratio of the cross-section of the fibres. Simulating fluid flow in
multifilament woven samples is a hard and challenging task due to the dual scale nature of the weave and yarn
structures. But the directly simulating flow at both scales is computationally expensive. So one popular
approach is to simulate the fluid flow in two dimensions in the place of three dimensions. These simulations are
less demanding and they are not able to predict the effects of the curvature of yarns and their relative structure
on the overall permeability of the multifilament woven samples. Papathanasiou [15] solved numerically the
Stokes equation in two dimensions by using the Boundary Element Method in square arrays of permeable
multifilament yarns, in which every yarn was made up of circles representing the cross sections of the
constituent filaments. So the effective permeability of the medium was found as a function of the weave and
yarn porosities. In the same patterns the studies were performed for the square and hexagonal arrangement of
filaments in yarns, where the yarns had the circular cross section [13] and for yarns with elliptical cross section
[16]. Papathanasiou [17] had given a correlation for the effective permeability of two-dimensional hexagonal
arrangements of filament clusters as a function of the weave and yarn permeabilities given by the formula:
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Where K, is the effective permeability of the multifilament fabric, K,, is the weave permeability, K, is the
permeability of the cross-sections of yarns and o and n are constants related to the geometric structure of the
fabric. The given relationship is based on dimensional arguments and from consideration of the behavior at high
and low Kw/Ky ratio asymptotes. Papathanasiou [17] had given values for « and n by fitting to the numerical
simulation data and obtained the values as follows:
(1.1) o = 2.3 and n = 0.59; when filaments are arranged in a square array,
(1.2) o = 3.0 and n = 0.625; when filaments are arranged in a hexagonal array.
The author claims that values of a = 2.67 and n = 0.61 give an acceptable fit for both square and hexagonal
ordered
structures of filaments in the clusters and for high yarn and low weave porosities. For a two dimensional case,
the K, and K, depend on the weave and yarn porosities, so the arrangement of the filaments inside the yarns and
the arrangement of the yarns themselves. The flow in an ordered structures of cylinders has been studied in
depth and
various correlations for the transverse permeability, K, of the media have been given, in which the taken
relationship is given by Gebart [6] is one of the mostly used i.e.,
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Where R is the radius of the cylinder, ¢ is the porosity of the medium, ¢, is the critical value of porosity below
which the fibres make contact and there is no permeating flow and C is a geometric factor which depends on the
type of the packing;

Gebart calculates the values as follows:

(1.3) C=16/9mV'2, ¢.=1-n/4 for the square array of cylinders,
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(1.4) C=16/97V6. ¢0.=1-n/2 for the hexagonal array.

The equation (2) will be used for predicting K, by setting R equal to the filament radius and ¢ equal to the yarn
porosity and K, can be predicted by setting R equal to the yarn radius and ¢ equal to the weave porosity. The
polymeric carrier fabrics are generally used in industrial processes mostly including manufacture of paper and
board. The 3D structures of the fabrics play a critical role for deciding the energy and manufacturing efficiency
of the process and end-use properties of the product. Now the analysis is based by using X-ray pCT to visualize
the 3D structure of polymeric fabrics commonly used in paper manufacturing. The 3D structural characteristics
and fluid transport properties for the tomographic images were measured with the image analysis techniques and
the Lattice-Boltzmann method.

I1. TOMOGRAPHIC IMAGES

The X-ray tomographic images were taken by two different types of paper machine forming fabrics. The two
samples of each wire type were imaged. The resolution of the images was 4.41 pm and 4.34 pum for the type |
and type 1l samples respectively. A typical yarn diameter was thus of the order of 40 pixels, so the resolution of
the images was very good, as for the level of discreteness effects. The lateral sizes of the rectangular images
were about one unit cell of the wires that were about 2.3 x 2.2 mm? and 3.0 x 2.6 mm? for type- | and type-II
wires respectively. The samples images of type-1 and type-1I of wires are given by figures-1 and figure-2
respectively.

el

“Figure-2 (Sample of the paper of type 1)

The unlike disordered materials i.e., paper, wires can be used to some extent to analyses the quality of the used
tomographic images, as one can expect to obtain a regular interior structure. In this regard, one finds from the
images that the surface of the wires seems rough and spurious tiny solid obstacles seem to be created by the
imaging procedure within the pore space. In the similar manner, the solid phase seems to contain incidental
small voids. So that the error created by the small irregularities can be analyzed to be very small i.e., likely of
the order of a few per cent.

Aaltosalmi U. analyzed in his thesis by taking the three different sample papers i.e., filter paper, newsprint and
hand sheets were taken to check the applicability of X — uCT techniques. The hand sheet was made of bleached
softwood Kraft pulp of spruce. The newsprint was made of thermo-mechanical pulp of spruce in a paper
machine and the paper was not calendared. The filter paper was a circular black ribbon filter paper made of
cotton linters. The  Table -1 shows the thickness, density and basis weight of the imaged sample papers. The
accuracies of these quantities are typically of the order of a few per cent, so the taken samples have the distinct
characteristics and properties, so are expected to give distinct results in the image analysis and fluid transport
simulations [1].
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Table -1 (Bulk properties of the imaged sample papers)
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Sample papers Thickness (um) Density (kg/m®) Basis weight (g/m?)
Hand sheet paper 98 647 63.4
Newsprint 109 403 44.1
Filter paper 158 486 76.7

Figure-4(Low resolution image of paper)

So, to identify the necessary level of structural details for a reliable characterization of different paper grades,
Aaltosalmi U. [1] used the samples imaged by using high and low resolution X — xCT techniques. The figure-3
and figure-4 show high and low resolution images of newsprint paper. The relatively small image sizes i.e.,
below 0.1 mm?, were used in the high resolution and several low resolution images. Also a set with a larger
image size i.e., about 1 mm? was taken for the low resolution technique. The low resolution images were
obtained using polychromatic radiation [11] and the high resolution images were obtained using monochromatic
synchrotron radiation in the phase-contrast mode [21]. The low and high resolution images were reconstructed
and processed according to the routines [2], [11]. The small detached volumes of fibrous and porous phases
were removed by the 3-D filtering technique and the surfaces of the samples were defined using the rolling ball
algorithm [3], [22]. Due to this algorithm surface is defined by the route of a ball with a suitable radius that rolls
along the surface. This method allows the detection of the main structures of uneven surfaces excluding the
interior pores [1].

The image analysis techniques [11], [20] were used to determine 3-D structural characteristics such as porosity,
specific surface area, hydraulic pore-radius distribution and diffusive tortuosity in the principal directions. The
diffusive tortuosity measurements were based on various successful paths of a random walk simulation through
the paper volume with a random starting point on an appropriate volume edge [1].
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Table-2 (Some properties founded from the 3-D images of the samples)

Sample Image Resolutions | Thickness | Density Basis Porosity Specific
papers size T (um) p (kg/m?) weight ¢ (%) surface area
Bw (g/m?) SSA(x10%m)
Hand sheet | Small High 90.1 829 74.9 46.4 303
paper Small Low 88.5 857 75.5 44.9 179
Large Low 101.5 796 79.6 49.0 176
News Small High 99.3 655 65.1 57.7 387
paper Small Low 119.2 651 76.1 58.2 179
Large Low 115.7 655 74.3 58.0 181
Filter Small High 190.9 550 105.5 64.3 234
paper Small Low 181.6 641 116.2 58.7 164
Large Low 179.4 570 101.8 63.4 157

The values were determined in the principal directions by Aaltosalmi U. [1]. So, such flow related objects
parameters as the tortuosity of the flow paths and the permeability of flow in the transverse direction, were
calculated by using direct numerical simulations with the Lattice-Boltzmann method. There is a use of a specific
LBGK model with a uniform external body force and the bounce back boundary condition at the solid fluid
interfaces. So, to ensure an unrestricted fluid flow at the inlet and outlet, a free fluid layer with the thickness of
about 1/10 of the sample thickness was added on top of the sample and the boundary conditions were imposed
in all outer boundaries of the rectangular computation volume. Then to compare the ability of the techniques of
imaging to find out the correct amount of material in the imaged volumes, the quantities of table-1 i.e.,
thickness, density and basis weight, were also computed by image analysis. The results shown in the table-2 are
together with porosity and specific surface area. So, in the following, the values of low resolution samples are
mean values obtained for available samples. The slight differences between the bulk properties and the image
analysis results obtained in part from normal variation i.e., are related to the formation of the samples used but
also from the difference between the standard thickness and the rolling ball defined thickness and from a
probable over estimation of the density of fibres i.e., used in table-2 for all the papers. Hence the used
techniques may over estimate the volume of the solid objects in the images. The specific surface area for the low
resolution images is consistently less than that of the high resolution images. Now the observed differences are
most probably occurs due to the differences in the level of detail. Then, it is clear from visual comparisons that
the high resolution technique preserves the topology of the fibrous and porous structure objects better than the
low resolution technique. But the large volume images are multiple times larger than the small volume images;
there is no signified difference between the respective properties and characteristics. This indicates that even
small volumes are sufficient and suitable for a good estimation of porosity and specific surface area.

I1l. TORTUOSITY AND PERMEABILITY
For a better understanding and analysis of the transport resistance of the samples, their tortuosities and
permeabilities were measured by Aaltosalmi U. [1], and the results are shown by the table-3.
Table-3 (Tortuosity and permeability determined for various paper samples and imaging techniques)

Sample Image size | Resolutions T Tz T3 Ty 3
papers
Hand sheet Small High 2.69 3.47 16.0 3.78 0.0363
paper Small Low 1.21 1.36 2.93 1.98 0.343
Large Low 1.25 1.36 3.25 211 0.325
News Small High 143 3.50 6.76 2.32 0.117
paper Small Low 112 1.56 3.57 2.04 0.524
Large Low 1.07 1.36 2.96 2.24 0.548
Filter Small High 1.23 1.33 4.69 1.58 1.95
paper Small Low 1.16 1.23 1.99 1.52 1.62
Large Low 1.10 1.17 1.61 1.55 2.78

In the table-3, 7;, 72 and 3 are the diffusive tortuosity values in the machine direction, cross direction and
transverse directions respectively obtained from the random walk simulations. 7, and ¢ are the flow tortuosity
and permeability in the transverse direction obtained by using direct numerical simulation by the Lattice-
Boltzmann method.
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The largest differences between the tortuosities, in different sample papers as well as in the different principal
directions, were observed in the high resolution images, due to their higher level of detail. The smallest
differences were found in the small, low resolution images. Increase in the resolution will though increase the
differences in the measured tortuosity and will thus improve the possibility to measure the effects of paper
structure on the tortuosity and other transport properties and characteristics. The low resolution images will
mainly provide right trends in these properties, so are useful for comparative studies. Their applicability is
limited by their lower ability to analyze small particles such as fines, fillers and fibrils, and fibre-orientation
anisotropy. The flow tortuosity 7, was found to be systematically lower than the diffusive transverse tortuosity
T3.There are expectations since the streamlined hydrodynamic paths through the pore space are smoother than
the winding random walk paths of diffusive particles. So that the dependence of the flow tortuosity on different
structural properties of the samples is qualitatively similar to that of the diffusive tortuosity and the same
qualitative analysis is suitable for both. About the results for permeability and flow tortuosity, there is no
significant difference between the values calculated for small and large samples. Hence the permeabilities of the
low resolution images are higher than those of the high resolution images. The difference is moderate at high
porosities and becomes significant at lower porosities. Now, the poor resolution of the low resolution images
makes dense, complex structures more open for transport, whereas already open and relatively simple structures
are affected lesser. Particularly, the high resolution results seem to be in qualitative agreement with the known
limiting behavior of flow tortuosity. This should approach unity as the porosity approaches unity and diverge at
some small but non zero value of porosity. Generally, the results obtained for the high resolution samples by
Aaltosalmi U. [1] will be taken more reliable and suitable. But the results discussed here, are qualitatively quite,
they are subject to uncertainty arising from the limited available data and calculations. So to estimate the order
of magnitude of purely numerical errors arising from the different used discretizations, there are a set of test
samples by reducing the resolution of the original high resolution images to that of the low resolution images.
The greatest difference between the tortuosities and permeabilities obtained for the original high resolution
samples and the reduced resolution samples was about 1/5. The error due to the resolution could be compared
with that due to sample size. The later was determined by dividing the original large images to several sub-
images, the size of that coincided with that of the original smaller tomographic images. The greatest difference
between the values calculated for the original large image and the mean value of the corresponding sub-images
was about 1/20 for tortuosity and 1/5 for permeability and these values are very nearer with the values obtained
by using Kozeny’s law. The conclusion is that numerical uncertainties are not much suitable for the qualitative
results obtained here. Instead, the natural variation intrinsic to paper material can be a much more important
source of uncertainty for the results obtained on tomographic images. So, the uncertainties in the results are
from the formation effect, to be of the order of a second factor in permeability and in the tortuosity.

IV. NUMERICAL SIMULATIONS

Aaltosalmi U. [1] analyses the numerical results of fluid flow through tomographic images of paper. The hand
sheets of a basis weight of 300 g/m? were prepared from bleached softwood Kraft pulp, which was beaten to
different refining levels between 220 and 670 CSF in a laboratory beater. The three dimensional X — uCT
images of the samples were made by using the phase contrast method [7], [9]. The resolution and the size of the
images were about 2 um and 1 mm? respectively. The paper surface layers were removed in the direction of the
transverse axis, now the thicknesses of the final samples lie between 120 wm and 200 wm. The examples of
structures observed by tomographic imaging of the paper samples are given by the figure-5. The images of these
samples were observed for the transverse and inplane permeability, porosity, specific surface area, and tortuosity
by using image analysis techniques [7], [20] and Lattice-Boltzmann flow simulations in the two orthogonal
directions. So a reasonable comparison with conventional mercury intrusion porosimetry data from the same
samples was obtained [20].

Figure-5 (Tomographic images of paper samples)




American Journal of Engineering 2015

¢ Tortuosity Machine
16 - Directiont
B Tortuosity Cross Direction
14
12 Totuosity Transverse
- Direction
E
3 10 > Flow Totuosity
2
6 8
= —— Expon. (Tortuosity Machine
6 DirectionTt)
4 \ —— Expon. (Tortuosity Cross
e Direction)
2 4= Emesmm== Expon. (Totuosity Transverse
___FW;\EK Direction)
0 . i

—— Expon. (Flow Totuosity)
0] 0.5 1 1.5 2 2.5 3

Porosity

Figure-6

V. DISCUSSION AND RESULTS

The graphical representations with the help of table-3 are shown by the figure-6. The figure-6 shows that the
toruosity varies inversely with porosity of the media. The tortuosities are given by the LB simulations and image
analysis. The transverse and in plane tortuosities were determined by LB flow simulations and by image
analysis that uses the chord length distribution algorithm [20]. The paper sheets formed as strictly layered
structures in the laboratory sheet mold show little change in tortuosity with changing porosity as the fibres were
refined the density of the sheet was increased. Hence, the transverse tortuosity has a significant change as a
result of refining and densification. That indicates a more complex and less permeable structure. The chord
length method tends to give higher values for tortuosity since the hydrodynamic tortuosity given by the LB
method gives more weight to paths of least resistance, whereas this method does not prefer any particular fluid
path or chord length.
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ABSTRACT :This research work was carried out to investigate the influence of chemical treatment on tensile
properties of soil extracted Entada mannii fibre. Entada mannii fibre was extracted by soil retting method and
after which the fermented fibres were washed with distilled water and dried in an oven. The dried fibres
obtained were treated with sodium hydroxide (NaOH) and potassium hydroxide (KOH) solutions and
percentages of their constituents were determined. The fibre strands were characterized using the scanning
electron microscope while the tensile properties were determined using instron universal tensile testing
machine.The tensile results revealed that, fibres treated sequentially with (KOH) behaves superiorly than the
NaOH treated and untreated fibres. The alkaline treatment also enhanced the removal of lignin and
hemicellulose in treated fibres which may be detrimental to the interfacial bonding strength compared to
untreated fibres. However, the results of SEM analysis revealed rough surfaces due to removal of impurities,
waxes and the fibre constituents (lignin and hemicellulose) on treated while the untreated revealed smooth
surface with the presecence of the constituents.

Keywords -Chemical treatment; Soil retting; Extracted fibre; Constituents; Fermented

l. INTRODUCTION

In recent years, natural fibres appear to be the outstanding materials which come as the viable and abundant
substitute for the expensive and nonrenewable synthetic fibres [1]. The use of plant fibres as reinforcements of
polymer is attracting the interest of industries and researchers because of the wonderful potentials and their
unique properties [2]. Natural fibres like sisal, banana, jute, oil palm, kenaf and coir has been used as
reinforcement in thermoplastic and thermoset composite for various engineering applications [3]. They are
environmentally friendly, fully biodegradable, abundantly available, renewable, cheap, low density, specific
strength and stiffness compared to glassfibres, carbon and aramid fibers [4]. Natural fibres properties are
influenced by many factors, including plant type and variety, growth conditions, and the method used to extract
the fibre bundles [5]. Among natural fibres for composites are the bast fibers, kenaf, flax, ramie and hemp
extracted from the stems of plants due to their very good mechanical properties [6].

However, one of the bast plant with great potentials and that has not much received attention from
researchers is Entada mannii bast fibre which belongs to the family (Oliv.) Tisser. leguminous mermosaesae,
liana plant. The plant is 2 to 3m high semi-climber which grows in the tropical forest of Nigeria, Gabon and
Madagascar [7]. They show extreme variations in mechanical properties which includes; the stiffness in the
elastic range of bending, torsion, and tension as well as other properties in the nonelastic range up to failure,
toughness, extensibility, and critical strain to mention a few make them suitable for use in composites
reinforcements [8-9]. Extraction of the fibres from the bast by conventional method of retting is considered for
this study. Retting is a microbial process that breaks the chemical bonds that hold the stem together and allows
separation of the bast fibres from the woody core. The two traditional types of retting are soil retted and water
retting [9]. To extract fibres for industrial uses, stems are retted to separate fibre from non-fibre stem issues. In
this process, bast fibre bundles are separated from the core, epidermis, and cuticle and are also separated into
smaller bundles [9-11] .Currently, soil retting is the primary process used for the industrial production of bast
fibres nevertheless water retting is still carried out in some place [12]. In soil retting, stalks are laid on the
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ground, and pectins are attacked by pectinolytic microorganisms, mainly aerobic fungi [13]. Soil retting is most
popular in Europe although it is strongly dependent on the geographical location, produces coarser and lower
quality fibres than those produced using water retting technique [14]

Hence, the use of natural fibre in composite reinforcement developed some drawback due to pertinent
characteristics such as fibre incompatibility, fibre aggregations that occur during processing and compounding
showing a poor fibre-matrix adhesion due to presence of the fibre constituents such as lignin, hemicellulose,
wax and impurities [15]. The adoption of chemical treatment on natural fibres which removes these fibre
constituents improvises the compatibility of the fibre and the matrix and better surface adhesion [16]. Alkaline
treatments such as potassium hydroxide and sodium hydroxides applied to fibre surface during treatment is
called mercerization [17]. They promotes the removal of the constituents, impurities and oil soluble in alkaline
solutions thereby reduced the fibre diameter and level of aggregations of the fibres, improved the mechanical
properties and exposed the fibre surface and becomes rougher [18].

Therefore this research work aimed at assessing the effect of soil retting extraction method on the
mechanical properties of Entada mannii fibre.

1. MATERIALS AND METHOD
2.1 Materials
The Entada mannii plant stem wasobtained from lkare Akoko, Ondo state, Nigeria. The Entada mannii
plant was identified at the Federal College of Forestry Herbarium, Ibadan, Nigeria. NaOH and KOH were used
to separate the fibre from their constituents.

2.2 Method

2.2.1  Extraction of fibre (Soil retting)

The harvested Entada mannii stem plant was extracted by conventional soil retting method as shown in
Figure 1.Entada mannii fibres were stripped from the stem bundles and buried in moist environment for 20 days
during which the bark tissues undergo fermentation and the fibres were separated from the bark bundle as
strands.However, the fibres obtained were washed with distilled water in order to separate fibre strands from
undesirable foreign matters and dried in an oven at 50 °C for 48 h. The fibre were characterized by employing
scanning electron microscope while the fibre constituents and mechanical properties were also evaluated.

1Y

Figure 1 (a) Hand stipped fiber from the Entada mannii stalk (b) Burying of the fibers in a moist environment (c) Soil retted fibers after 20
days.
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2.2.2  Fibre surface treatment

Entada mannii fibres were treated with 5% NaOH and 5% KOH solutions differently in a shaker water
bath at 50 °C for 4 h. The insoluble residue was delignified at pH 3, washed with distilled water in order to
remove mineral traces and dried in an oven at 60 °C for 48 h in order to removes fibre moisture. The untreated

fibres were left as control.

2.2.3  Determination of the fibre constituents

In general natural fibers are hydrophilic in nature and they absorb or release moisture depending on
environmental conditions. Amorphous cellulose and hemicellulose that are present in the natural fiber are
mostly responsible for the high moisture absorption, since they contain easily accessible hydroxyl groups which
give a high level of hydrophilic character to fiber [19]. In order to determine the fiber constituents by
gravitational method [20]: Lignin, Hemicellulose and waxes contents on the Entada mannii fibres has to be
removed in order to enhance proper bonding between the fibre and the matrix.

Lignin content

2.5 g of Entada mannii fibres was weighed mixed with 75% sulphuric acid concentration and the
mixture was kept in an ice bath and stirred continuously for 12 h.The residue was filtered with purpling cloth
and washed severally with hot water to remove the acid left and transferred to a crucible. The fibre residue was
oven dried at 105 °C for 2 h and cooled in a desiccators.

Cellulose Content

2 g of the treated and untreated fibres were weighed and dried in an oven at 100 °C for 3 h and 25 ml of
distilled water was added .1 ml of concentrated nitric acid was added and the mixture was placed in a thermostat
water bath and stirred continuously at 80 °C . The fibre residue obtained was placed inside a weighed crucible in
an oven at 105 °C for 20 h. The final residue obtained was weighed and cooled in a desiccator. The percentage
of cellulose was calculated by the measuring weight difference.

Hemicelluloses Content

Entada mannii sample of 0.5g was weighed into a beaker while 24% KOH and NaOH solution was
added to the beaker and stirred continuously for 2 h. The sample mixture was filter with purpling cloth, washed
with additional KOH and NaOH solution and the filtrate was collected into another separate beaker where
alcohol was added to the sample precipitate formed. The precipitated hemicelluloses were isolated by
centrifuging for 10minutes. The samples were dried in oven for 2 h at 105 °C and later transferred into
desiccators and allowed to cool for 30 minutes and weighed. The weight of the precipitate was recorded and the
percentage was calculated.

2.2.4  Determination of the tensile properties of the fibre

The single fibre pull out test was performed on treated and untreated single fibre according to ASTM-
638D [21] test standards.This was done by fixing the sample on the grips of the machine after which will
operated automatically. Tensile testing machine equipped with a 5 KN load cell up to a strain of 8% at a cross-
head speed of 50 mm/min. 6 specimens were tested and their average fibre tensile strengths and modulus were

obtained.

2.2.5  Fibre Characterization

Scanning electron microscope of Model JEOL JSM-7600F was used for the morphological characterization
of the Entada mannii fibre surface. The fibres were clean thoroughly, air-dried and coated with 100 A thick
irradium in JEOL sputter ion coater at 15kV.

. RESULTS AND DISCUSSION

3.1 Chemical Treatment

The effect of chemical treatment on soil retted treated and untreated Entada mannii fibres are presented in
Fig. 2.1t is observed that KOH and NaOH treatment removed fibre constituents that could be responsible for
poor fibre —matrix interfacial adhesion from the fibre surface. The percentage of cellulose in the Entada mannii
treated fibre increases from 62.76 %untreated fibre to 66.95 % NaOH and 69.06 % KOH which increases by 7%
and 10% respectively. It is evident that, after treatment, the cellulose percentage increased with KOH treatment
and which effectively removes adhesives in the fibre cell wall, such as lignin, pectins and hemicelluloses
covering the cellulose. Hence this enhanced the fibre surface energy and interfacial adhesion with the matrix.
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The fibre surface after treatment revealed pores and hole within the fibre which could be attributed to the
removal of hemicellulose and lignin. This effect became more pronounce in the KOH treated than NaOH and
untreated fibres. Generally alkali treatment influences all the constituents of natural fibres due to presence of
hydroxyl group undergo surface modification by chemical treatment improve the properties of the fibres [22-
23].

Hemicellulose was hydrolyzed by the action of KOH and NaOH solutions, whereas lignin was removed.
Removal of hemicellulose and lignin increased the relative amount of cellulose contents on the treated fibres
and thus NaOH and KOH treatments dissolved a portion of hemicellulose and lignin constituents from the
fibres. NaOH play the critical role in removal of lignin by means of alkaline cleavage in the lignin, which may
be accompanied by condensation reactions. Lignins can be completely attacked and removed without any
residue left on the fibre after NaOH treatment, but the rate of lignin removal is dependent on the NaOH
concentration [24, 25].
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Figure 2 Plot of Entada mannii fibreConstituents and PH Values for both reated and umtreated fibres.
3.2 Tensile Strength

Figure 3 show the response of the fibres to tensile strength of treated and untreated soil retted Entada
mannii fibre. It is observed that KOH and NaOH treated fibre have the highest tensile strength of 1.6 5N/mmz2,
1.33 N/mm2 and least with the untreated fibre of 0.8 N/mm2.The increase in tensile strength is attributed to
removal of hemicellulose and lignin constituents covering the fibre surface which provided strength, stiffness
and structural stability of the fibre as the cellulose content increase. Srinivasa et al. [26] also reported that, the
areca fibres were treated in a solution of potassium hydroxide (KOH) and alkali treatment NaOH removed
hemicellulose, waxes, impurities and lignin from the surface of natural fibers with increase in their tensile
properties.

The agglomeration of fibre constituents occurs in the untreated fibre with the presence of these
constituents and impurities thereby reduced surface energy and tensile properties of the untreated fibre. Hence,
the untreated fibres exhibited lower tensile strength as compared to the treated fibers resulting in easy
deformation of fibre micro fibrils during tensile loading and offer a likely poor fiber-matrix interface adhesion.
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Figure 3 Tensile strength for both treated and untreated fibers
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3.3 Young’s Modulus of the Fibers

The results of the young’s modulus of elasticity of the fibres are shown in Figure 4. Young’s modulus
is the slope of the stress-strain curve within the range of proportionality before yield. At the yield stress, a large
amount of deformation takes place at constant stress [27-28]. The soil retted fibres treated with KOH gave the
best young modulus of 59.8 7N/mm2 followed by fibres treated with NaOH of 55.53N/mm2 and have the least
value of 42.95 N/mm2 of untreated fibre. Alkaline treatment influences surface modifications, stiffness and
improved the porosity of the Entada mannii fiber due to the hydroxyl group within the fibre. However, untreated
fibres shows a lower young modulus due to the prescence of the moisture within the fibre. Natural fibres are
hydrophilic in nature and have tendency to absorbed moisture than treated fibres. It is also evident that untreated

fibre surface is found to be smooth due to the presence of lignin covering the fibre surfaces.
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Fig.4 Young modulus against fibers for both treated and untreated fiber

34 Elongation at break

The elongation at break for the treated and untreated soil retted Entada mannii fibres are shown in
Figure 5.The elongation at break or strain is expressed as the ratio of the total deformation to the initial
dimension of the material body in which the force is applied [29]. An increase in elongation for the KOH treated
was demonstrated compared to the NaOH and untreated fibres. This indicated that higher elongation of fibres
indicated higher ductility and lower elongation indicates lower ductility of materials [30]. The elongation at
break for the fibres experienced a significant drop with untreated fibres as a result of the impurities and waxes
within the fibre as compared to the treated fibres. Hence the stiffness is interrupted and lead to the brittle nature
of the untreated fibre.
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3.5 The scanning electron micrograph results

Fig.6a shows SEM micrographs of untreated Entada mannii fibres and constituent; cellulose,
hemicellulose and lignin. The results show that untreated fibre were black in colour with smoother surface as a
result of presence of the lignin, hemicellulose, wax, fatty and dirt than treated fibres. It is evident that external
surface features of fibres such as contours, defects and damage and surface layer are deposited on the untreated
fibre surfaces. Smooth surface of the untreated fibre connotes a lot of defects and fibre damages were observed
on the surface due to prescence of impurities.

Fig. 6b shows the soil retted NaOH treated fibre where surfaces appeared to be rough with increase in
the cellulose. Alkaline treatment was found to be very effective in removal of lignin and hemicellulose and
thereby increases the roughness of the surface which deposited pores to greater extent. Lignin acts as a cement
between fibrils and when removes allows an increase in surface area thereby creating pore on the surface and
improves the fibre/matrix adhesion [31]. The rough surface was observed as a result of removal of waxes and oil
from the surface and thereby increases the overall roughness as shown in the Fig.6 b and 6 c.The chemical will
breakdown the composite fibre bundles into smaller fibres and therefore a rough fiber surface topography is
developed [32].

However, the removal of the extractives by KOH treatment in Figure 6¢ revealed the pore and pits. There
is possibilities of Parenchyma cells that are naturally constituent of lignocelluloses fibres and presence of
globular protrusion which are fatty deposit called Tylose. Exposing the rough surface with globular marks
thereby increases the surface energy. The presence of the pits and globular marks affect the chemical treatment
and important for the increase in the effectiveness of the surface area and higher increase in surface roughness
of the fibre.

Figure 6 Scanning electron micrograph of both treated and untreated soil retted fibers
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V. CONCLUSION

The influence of soil retting extraction method and chemical treatment on tensile properties of Entada
mannii(Olive Tisserant) plant stem fibres was investigated. The results show that:

1. The alkaline treatment plays a significant role in improving the mechanical properties (tensile strength,
elastic modulus and elongation at break) of the Entada mannii fiber and decreasing the moistures
absorption of the fibres.

2. KOH treated fibers gave the optimum tensile strength properties due to the removal of lignin and
hemicelluloses from the fibre surface, as compared with untreated and NaOH treated fibers.

3. SEM analysis revealed that treated fiber surface differs after the removal of the lignin and
hemicellulose which revealed the roughness of the fibre surface as compared than the smooth surface
of the untreated fibers.

4. KOH and NaOH treated fibers show the removal of the lignin and the hemicellulose on the surface for
proper adhesion but created pit and voids which could improve of bonding strength of the fibre.
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Determination of Traffic Delay at Selected Intersection within
llorin Metropolis
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Department of Civil Engineering, AfeBabalolaUniversity, Ado-Ekiti, Nigeria

ABSTRACT :\ehicle delay is one of the serious impacts of highway work zones on existing traffic operations.
It is used to determine the overall level of service as well as the capacity of intersections. This work evaluated
the overall delays at three various intersections in llorin metropolis which are tipper garage intersection, Oja
Oba intersection and Judiciary-Offa road intersection. The three intersections were considered because of the
commercial activities they serve such as linking up routes to important regions like the University, the post office,
Government house and so on. Delay studies at each leg of intersection were carried out, the average delay was
found out for each intersection and the corresponding level of service. Based on the results, the relocation of
taxi/ bus terminals are proposed, on-street parking is discouraged, street hawking is discouraged at the
intersections, potholes at the intersection approach should be mended, unpaved road should be overlayed with
asphalt and the use of traffic signals should be encouraged so as to increase the present level of service and
reduce traffic delay.

Keywords: traffic,intersection, delay, level of service

l. INTRODUCTION

The increase in the number of road users always leads to increasing demand on the facilities. The proper way of
determining the traffic should be adopted at intersected section and most especially the area where
stopped-delay are more pronounced.According to highway engineering, intersection can be described as a
highly complex component of many types of roadways. All the types of road involve numerous intersections
with exception of freeways. In a simpler way, intersection is a place where two or more highways meet and
provides an area for the cross movement of vehicular traffic. At intersections, a vehicle transfer from the route on
which it is travelling to another route; crossing any other traffic streams, which flow between it and its
destination. The performance of this maneuver involves a vehicle diverging from, merging with or crossing the
paths of other vehicles.Intersections that do not carry a lot of traffic and where visibility is good from all
approaches, control may not be needed. The driver uses simply the standing “rules of the road” to determine
who gets right-of-way when two vehicles arrive at the same time.Level of service (LOS) of the intersection is
measured with regards to stopped delay at intersection. For instance, on priority intersection, traffic volume on
the major street may be so heavy that the traffic volume on the minor intersection street experiences excessive
delays in entering or crossing the major street.Traffic volume is defined as the number of vehicles that pass a
point along a roadway or traffic lane per unit of time. A measure of the quantity of traffic flow, volume is
commonly given in units of vehicles per day, vehicles per minute and so forth.Daily on a road, the volume of
traffic fluctuates widely with time. The nature of the pattern of variation depends on the type of highway facility.
(Wright and Norman, 1978).Delay is the time lost by a vehicle due to causes beyond the control of the driver. It
could also be described as the time consumed while traffic or a specific component of traffic is impeded in its
free movement. (Garber &Hoel, 2014).Operational delay is that part of a delay cause by the impedance of other
traffic. The impedance can occur either as side friction, where stream flow is interfered with other traffic (e.g
parking or non-parking vehicles), or as internal friction where the interference is within the traffic stream (e.g
reduction in capacity of the highway). Stopped time delay is that part of the delay for which the vehicle is at rest.
(Garber &Hoel). Fixed delay is that of the delay caused by control devices such as traffic signals. This delay
occurs regardless of traffic volume or the impudence that may exist.
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Travel-time delay is the difference the actual travel and the time that will be obtained by assuming that a vehicle
traverses the study section at an average speed equal to that for an uncongested traffic flow on the section being
studied. (Garber &Hoel).

1. METHODOLOGY

The intersection delay study was performed by the manual method due to the unavailability of delay meters.
This involved the counting of ‘vehicles stopped” and ‘non-stopping’ vehicles in the intersection approach at
successive intervals. The duration for this interval was 15 seconds. Before the start of the field work, the
identifying information is entered on the appropriate places on the field sheet and the first column is completed
to indicate succession of sampling time intervals. When starting, the observer counts and records the number of
vehicles stopped on the approach of each observation indicated. The stop watch is started at the beginning of the
study and to advise the observers of the proper intervals for counting. A vehicle is counted more than once in the
delay determination if it is stopped during more than one sampling time. This means that a particular vehicle
will continue to be counted in all sample time periods during which it remains stopped on the intersection
approach. A separate tabulation of the approach volume was obtained for each time period by classifying the
vehicles as either stopping or non-stopping. The number of stopping vehicles is always equal or less than the
total number of vehicles stopped on the approach for a specific time interval because vehicles can be delayed for
more than one sampling period.
The results of the intersection delay study were summarized by calculating the following

1. Total stopped time delay in vehicles

2. Average delay per approach vehicle

3. Average delay per stopped vehicle

4. Percentage of vehicles stopped.

Other data collected were: number of vehicle waiting at intersection of each approach leg, the volume of traffic
discharge at each leg of intersection per time period, physical features at intersection approach that may hinder
free flow of traffic, the determination of total delay at intersection and evaluation of alternative intersection
control measures.

1. RESULTS AND DISCUSSION

Data collection was carried out at the three different intersections. This involves physical characteristics and
delay studies.

Table 3.1: PhysicalCharacteristics of Judiciary/Offa Road Intersection

Approach Number | Approach | Shoulder | Road surface
LEG of lanes | width(m) width(m)

Nitel 1 6.90 0 G.C
Sabo-Oke 1 4.75 0 P.R

Post office 1 6.85 0 G.C

Judiciary 1 6.85 0 G.C

3.2: Physical Characteristics of Tipper Garage Intersection

Approach LEG | Number | Approach | Shoulder Road surface
of lanes | width (m) | width (m)

Tanke Junction 2 6.80 0 G.C
Pipeline 1 6.78 0 P.R

Unilorin 2 6.80 0 G.C
Opp.Pipeline 1 5.60 0 UPR
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3.3: Physical Characteristics of Oja-Oba Intersection
Approach LEG | Number | Approach Shoulder Road surface
of lanes | width (m) | width (m) condition
Surulere 2 7.20 0 P &G.C
Ita-Amodu 1 6.35 0 G.C
Emir’s Road 2 6.83 0 G.C
Opp. 1 6.75 0 G.C
Ita-Amodu
P...paved
P.R...paved road
G.C...good condition
UPR...unpaved Road
3.4:Total Average at Judiciary/Offa Road Intersection
Approach Average delay | Percent of stopped | Average delay per | Level
per  approach | vehicle stopped vehicle (Sec) of
Vehicle (Sec) service
Nitel 10.56 36.85 26.46 B
Saho-Oke 15.68 56.37 23.12 C
Post office 11.55 42.25 26.04 C
Judiciary 12.66 51.41 23.04 C
Total 50.61 188.53 98.66
Av.average 12.61 47.13 24.67
3.5: Total Average at Tipper Garage Intersection
Approach Average delay per | Percent  of | Average delay per | Level of
approach Vehicle | stopped stopped vehicle (Sec) service
(Sec) vehicle %
TankeJunc 6.31 34.83 17.49 B
Pipeline 12.95 52.30 21.39 C
P.S 6.74 39.71 18.01 C
Opp pipeline 11.03 51.35 20.85 B
Total 37.03 178.19 77.74
Av.average 9.26 44.55 19.44
3.6: Total Average at Oja-Oba Roundabout
Approach Average delay | Percent of | Average delay per | Level of
per approach | stopped stopped vehicle (Sec) | service
Vehicle (Sec) vehicle %
General 9.68 52.88 17.36 B
Ita- Amodu 9.91 54.14 17.05 B
Emir’s Road 8.78 53.17 16.56 B
OppltaAmodu 8.45 53.78 15.76 B
Total 36.82 213.97 66.72
Av. average 9.21 53.49 16.68
3.7: Summary of the Delay Parameters for the three Intersections
Intersection Average delay | Average delay | Average Percent of | Level of
location per approach | per  stopped | stopped vehicle % service
Vehicle (Sec) vehicle (Sec)
Judiciary/Offa | 12.61 24.69 47.13 C
Tipper Garage | 9.26 19.44 44.55 B
Oja-Oba 9.21 16.68 53.49 B
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3.8:Average Traffic Volume Tables at Judiciary-Offa Intersection

Approach | Lane of no Traffic volume for | Rate of | Rate of flow of
15 Mins duration vehicle  per | vehicles per lane
hour (VPH) (VPHL)

Nitel 1 123 492 492
Sabo-Oke 1 86 344 344
Post office | 1 98 392 392
Judiciary 1 81 324 324
Total 4 388 1552

3.9: Tipper Garage Intersection

Approach Lane of no | Traffic volume | Rate of | Rate of flow of
for 15 Mins | vehicle per | vehicles per
duration hour (VPH) | lane (VPHL)

Tanke junction | 2 155 620 310

pipeline 1 89 356 356

P.S 2 158 632 316

Opp pipeline 1 70 280 280

Total 6 472 1888

3.10: Oja-Oba Intersection

Approach Lane of no | Traffic volume | Rate of | Rate of flow of
for 15 Mins | vehicle per | vehicles per
duration hour (VPH) | lane (VPHL)

General 1 70 280 280

Ita- Amodu 1 163 652 652

Emir’s Road 2 140 560 280

Opplta-Amodu | 1 111 444 444

Total 5 484 1936

From the field observation of traffic delay, it may be concluded that under saturated flow conditions, the inter-
relation of intersection traffic delay, in addition to intersection geometry and average vehicular delay is an
important factor influencing the economic value of the people (i.e both commercial and private vehicle owner).
This is evident from the fact that the delays observed are different when intersection delay are compared, even
though the average vehicle delay is almost the same and there is only a marginal difference in the width of lanes
available.

The amount of traffic, which can enter at a traffic signal controlled intersection, depends on the rate of flow of
vehicles past the stop line during the green period and on the length of green time available.

From the summary of the delay parameters for the three intersections Table 3.3, it was observed that the average
delay at approach varies from one another. It was also observed that the average value for each leg for each
intersection varies. For instance the average value on leg of Judiciary/Offa road intersection (Sabo Oke) is more
than post office (leg 3) due to more traffic delay at this intersection.

At tipper garage leg 2 (pipe line) has the highest delay due to part of the road section being used as parking
space and as taxi terminus. Passengers from Gaa-Akanbi and Offa Grage alight and board taxi or private cab at
this leg of the intersection. Passengers from Tanke junction also alight at this intersection thereby narrowing the
road width for free flow of traffic.

From table 3.5, it was deduced that there is less delay on legs (P.S.) intersection and leg, (Tanke junction). The
reason is because few cars make turning movement about the roundabout, which might cause little or no delay.
The only periods delayswere recorded was when motorist do not park appropriately or when a vehicle breaks
down due to mechanical failure.

Table 3.6 shows a very close range in delay per approach vehicle but the percentage of vehicles stopped at the in
intersection is more compared to Tipper Garage and Judiciary/Offa road intersection. It shows that more
vehicles stop at the intersection but do not get delayed for a long time.

For the average traffic volume, table 3.8, 3.9 and 3.10 shows the result obtained.

It was observed that the Oja intersection has more traffic volume for 15mins duration of 484 vehicles, followed
by Tipper Garage 472 vehicles and 388 vehicles for Judiciary/Offa road intersection.
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Level of service A describes that level of operation at which the average delay per vehicle is 5seconds or less.
Level of service B describes that level of operation at which delay per vehicle is greater than 5 seconds but not
greater than 10seconds which shows a decline in freedom to maneuver within the traffic stream relative to level
of serve A. The vehicles stopped at the intersection is greater than A but progression is still good.

Level of service C describes the level of operation at which delay per vehicle is greater than 10 seconds, and up
to 20 seconds. This shows a significant vehicle stop and general decline in level of comfort of motorist although
many vehicles go through the intersection without stopping. At Level of Service D, delay per vehicle is greater
than 20seconds and not greater than 30 seconds, unfavorable progression occurs and drivers experience
reduction in physical and psychological comfort.

Level of service E is between 30 and 45 seconds. Level of Service F describes the level of operation at which
delay is greater than 45 secs. At LOS-F, over saturation occurs that is, arrival flow rates are greater than the
capacity of the intersection.

IV CONCLUSION

At any intersection in an urban area with so much traffic, there is likely to be delays and congestion. It is then
important to improve on the traffic performance at such intersection. Generally it was observed that the level of
service was satisfactory but it could be enhanced. For this improvement,it is recommended that relocation of
Cab/Bus-stops to at least 30 meters away from the intersection, on-street parking should be discourage near
intersection or at intersection approach, potholes right at the stop line of Sabo-Oke approach of judiciary/ Offa
road intersection should be mended, road shoulders should be constructed to cater for emergencies, Ita-amodu
approach of Oja intersection should be widened for easy maneuvering of vehicles, street hawking and partial
placement of kiosk on the road pavement should be discouraged because it reduces the width of vehicle lane and
proper planning and design of signalized intersectionshould be encouraged to maintain the level of service and
for future traffic reduction.

REFERENCES

[1] Box P.C (1968) Highway manual of traffic engineering studies. Institute of transportation Engineering pg 93
[2] Department of Transportation(DoT) (1999) traffic capacities for urban roads. Advise Note TA 79/99, HSMO, UK

[3] Gupter B, Gupter A (1986) Highway,Bridge and Tunnel Engineering
[4] Harwood E., Douglas W. (1992) Traffic and operating characteristics. Institute of transportation Engineers

[5] Thagesen B. (2005)Highway and Traffic Engineering in Developing Countries. Taylor& Francis, UK.
[6] Kadiyali L.R. (2008) Traffic Engineering and Planning.Khanna Publishers 2-B Delhi-110006 India

[7] Rodgers M. (2008)Highway Engineering. Blackwell publishing, UK.
[8] Nicholas J.G Lester A.H (2014) Traffic and Highway Engineering.Cengage learning, Stamford, CT069 USA
[9] Papacostas C.S (2005) Transportation Engineering and Planning,Pearson/Prentice Hall. USA




American Journal of Engineering Research (AJER) 2015
American Journal of Engineering Research (AJER)

e-ISSN: 2320-0847 p-ISSN : 2320-0936

Volume-4, Issue-9, pp-181-187

Www.ajer.org
Research Paper Open Access

Power Flow Analysis for Elastic Coupling Plates
Fei Han, Min-qging Wang

('School of Power and Energy, Northwestern Ploytechnical University, China)

ABSTRACT: Based on mobility power flow method, the elastic connection between plates was simulated by
torsion spring uniformly distributed along the coupling boundary, and the continuity equation of coupling
boundary was modified. A theoretical analysis model of elastic coupling plates was obtained. The influence of
connection stiffness on the vibration characteristic of coupling structure was analyzed. Simulation result show
that with the increase of connection stiffness, modal of sub plate makes less contribution to the input power, but
the situation is opposite to the modal of coupling structure. The transfer power increases significantly with the
increase of connection stiffness, and the stiffness which makes the transfer power converging at natural
frequencies of sub plate is less than that of natural frequencies of coupling structure.

Keywords: elastic connection; power flow; substructure; mechanical mobility

l. INTRODUCTION
As a common periodic support structure, slicing plate is convenient to be manufactured,

disassembled and examined. It is widely used in engineering community. Such as the cover plate of elevator,
warship deck, bridge and so on. Structural vibration is excited by mechanical movement or human trample in
their daily use, which has a great influence on the Device reliability and threatens the security of usage. Scholars
have used many methods to analyze the vibration characteristics of coupling plates. P. J. Shorter [1] established
the energy flow model of coupling plates by Finite Element Method (FEM) and calculated the average response
and input energy of each substructure. When using FEM to analyze the vibration characteristics of complex
structure in high frequency, the problem of huge calculation comlpexity can’t be avoided, so it is usually used in
the research on low frequency vibration characteristics. Statistical Energy Analysis (SEA) [2-4] has less
calculation comlpexity when the structure has enough modal. Some parameters, such as coupling loss factor, are
required in the calculation process. SEA is usually used in the research on high frequency vibration
characteristic. Mobility power flow method [6,7] has clear physical concepts. It combines the idea of
mechanical mobility and power flow. The characteristics of energy distribution and power flow in the coupling
structure can be represented validly. And there is no frequency limit in this method. With continuous
development, Mobility power flow method is widely used in engineering community [8-11].

In the manufacturing process of slicing plates, sub plate is usually obtained first and then
assembled together. So the connection between sub plates is different from rigid connection, and the connection
stiffness should be considered. Based on mobility power flow method, the elastic connection between plates will
be simulated by torsion spring uniformly distributed. By modifying the continuity equation of coupling
boundary, a theoretical calculation model of elastic coupling plates can be obtained. Based on this model, the
influence of connection stiffness on the vibration characteristic of coupling structure will be analyzed.

1. THEORITICAL MODEL
As shown in Fig.1, slicing plate is constituted by n sub plates. Four edges of each plate are all

simply supported. The edge lengths of each plate are a;, a,, ...,a,. The width of the coupling boundary is b.
Thickness, material density, Young modulus and Poisson’s ratio of sub plate i are expressed as h;, E;, pi and o;.
The elastic connection between sub plates is simulated by torsion spring uniformly distributed. The stiffness
value and amplitude of internal momenton boundary i are expressed as K;and M;. F, represents the amplitude of
external harmonic force which is applied on point (Xe, Ye).
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Fig.1 Schematic diagram of slicing plate

For the plate with all boundaries simply supported, its modal shape can be represented by
trigonometric function. In the direction parallel to the coupling boundary, the point harmonic force and internal
moment can be expanded in Fourier series. Based on the orthogonality of trigonometric function and the modal
shape of the plate, terms containing y can be counteracted in the calculation progress so that the internal moment
amplitude of each order can be obtained, concrete process can be referred to [12]. Subjected to p order sine
distribution internal moment, the angular displacement of each sub plate on the coupling boundaries can be
expressed as follows:

e, Q=FY, +M_Y (L1

9, () =-M_Y,(1,1)+ M, Y,(2,1)

?,,(2)=-M_Y,(1,2) + M, Y,(2,2)

?,,(2)=-M, Y,(2,2) + M, Y, (3,2) 1)

(n-D=-M__,(x)Y _,(n-2,n-1)
+M_,(X)Y,,(n-1L,n-1)

P,(N=1)=-M__,(x)Y,(n-1,n-1)

Pin-1yp

Where ¢ip(j) is the angular displacement of sub plate i on coupling boundary j subjected to p order coupling
moment; F, M, are the amplitude of p order external force and internal moment; Yg, is the angular
displacement mobility of sub plate subjected to p order external force, and it represents the mobility from
emitting position to the points on coupling boundary; Y; (j, k) expresses the angular displacement mobility of sub
plate i, and it represents the mobility from coupling boundary j to boundary k.

There is only internal moment along the coupling boundary under simply-supported boundary
condition, so only continuous condition of angular displacement is essential. With elastic connection introduced,
the continuity equation can be written as:

K, |:¢1p(l) ~ P (1)] =M,
K, [¢2p(2)_¢3p(2)]:M29 )

Kn—l [(D(n—l)p (n _1) - ¢np (n _1):| =M (n-1)p

It can be written in matrix form as:
(KY,—E)M, =K@, (3)

Where K =diag{K, K, - K _}iM,=[M, M, - M, ] =[-FY, 0 0]; Eisn1

order unit matrix; Y =~ expresses the mobility matrix of sub plates subjected to p order internal moment, it can be
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written as:
Y, 11 +Y,11) -Y,(2,1) fe 0
-Y,(1,2) Y,(2,2)+Y,(2,2) : 1
P : : -Y_ (n-1,n-2) @
0 =Y ,(n-2,n-1) Y ,(n-Ln-1)+Y (n-1,n-1)

M, can be obtained according to equation (3). By substitution of M, into equation (5), the amplitude
and spatial distribution feature of each coupling moment can be obtained.

Mi(y)ziMipsin% (i=12,---n-1) (5)

The power flow from sub plate i to sub plate i+1 can be written as:

Q =X Re[M,(v)o () y (=12:0-3) (©

Where Re expresses taking real part, " expresses taking conjugate complex; wi(y) is the angular velocity of sub
plate i+1 on boundary i, it can be written as:

J‘Ob[_'vli (y)Y”l(O’ y|0’ yi+1) + Mi+1(y)Yi+1(ai+1y y|0, y,)]dy i= (1, 2,~ N = 2)
_J.oanfl(y)Yn(O’ y|Xn’yn)dy i=n-1

o (y) )

Where Yi.1(0, ¥|0, yi+1) is the angular velocity mobility of sub plate i+1 from point (0, y) to point (0, Yi+1)-
Input power of coupling plates can be obtained by:

Quout = % Re[Feve* (%, V. )] (8)

1. NUMERICAL STUDIES
3.1. Validation of the theoretical model.

The simulation example contains two sub plates which share the same parameters a=2m, b=1m,
h=0.005m, E=2.16x10"Pa, p=7900kg/m®, #=0.01, Poisson’s ratio 6=0.27; unit harmonic force is imposed on
point of (0.6m, 0.2m) in sub plate 1. The calculation frequency domain ranges from 10Hz to 10k Hz.

As the mobility of sub plate is obtained by modal superposition method, the truncation order
number is determined by upper frequency limit. In the simulation example, M and N share the same value. The
Input power of slicing plate at 10 kHz with different truncation order number is shown in Fig.2. It shows that the
input power converges when M, N=60, the maximum nature frequency of sub plate is 75.4 kHz which is much
greater than 10k Hz.

107+
Lk
=
= 10"
L
=
=
A 7 N
107" 4 N - - - - Input power
7 - - - - Transfer power
10" T T T T T )
10 20 30 40 50 60 70

M, N
Fig.2 Convergence of input power
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According to (2), when the connection stiffness tends to infinity, the angular displacements of
nearby sub plates should tend to a same value as the amplitude of internal moment is a nonzero value. That is to
say, the connection between sub plates tends to rigid connection. When Ky =10""N/rad, the input power and
transfer power is compared with that of rigid coupling plates which is obtained by reference [1], the results are
shown in Fig.3 and Fig.4.It is seen from Fig.3 and Fig.4 that the rigid connection is a special case of elastic
connection.

With the connection stiffness decreasing, the coupling degree between sub plates tends to be lower.
When the connection stiffness tends to zero, the difference between angular displacements of nearby sub plates
and the original structure will become two single plates with no connection. When Kmin=10?N/rad, the input
power is compared with that of single plate. Result is shown in Fig.5. It is seen from Fig.5 that except for small
discrepancies in some peak value at natural frequencies, only small differences exist between the result of
coupled plates and those of single plate. The reason for errors of some peak value lies in the fact that the
difference between angular displacements of nearby sub plates is a finite value, so that the amplitude of internal
moment can’t tend to zero.
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3.2. Effect of connection stiffness.

In all calculations, the plates are assumed to be made up of steel, whose material property has been
described above. Connection stiffness is changed as shown in Fig.6, K;=1x10°N/rad, K,=1x10*N/rad,
K3=1x10°N/rad, K,=1x10%N/rad.

Input power (W)

10' 10° 10° 10*
Frequency (Hz)
Fig.6 Curves of input power with different connection stiffness

It is seen from Fig.6 that with connection stiffness increasing, the trend of input power changes
slightly but the peak value at f;, f,, f5, which are the first three order nature frequencies of sub plate, decrease a
little. At the same time, some new peaks appear at f., f.y, fe3, which are the first three order nature frequencies of
coupling structure.

Fig.7 shows the influence of stiffness on input power at those frequencies. It is seen from Fig.7 that
with connection stiffness increasing, the trend of input power at natural frequencies of sub plate is totally
different from those at natural frequencies of coupling structure. At the initial stage of stiffness increase, the
modal of sub plate makes the main contribution to input power, but the degree becomes lower with the stiffness
increasing, which makes the coupling degree sub plates stronger and the modal of coupling structure plays more
important role in structure vibration. The input power at those frequencies converges when the value of stiffness
increases to about 108N/rad, and then connection can be seen as rigid connection.

Input power (W)

10° .

100 100 10t 100 10° 100 108 10" 10"
Stiffness (N/rad)
Fig.7 Curves of input power at different frequencies

The influence of stiffness on transfer power is shown in Fig.8. It can be seen from Fig.8 that
transfer power increases significantly with stiffness increasing at frequency band of 10Hz to 10k Hz. And lower
stiffness can restrain the vibration more effectively at high frequency. Some peaks also appear with the increase
of stiffness. Transfer power at those frequencies is shown in Fig.9. Result shows that transfer power at natural
frequencies of sub plate converges when stiffness increases to about 10°N/rad, and transfer power at natural
frequencies of coupling structure converges when stiffness increases to about 10°N/rad.
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Fig.9 Curves of transfer power at different frequencies

V. CONCLUSIONS

Based on mobility power flow method, the elastic connection between plates was simulated by
torsion spring uniformly distributed, and the continuity equation of coupling boundary was modified. By
introducing uniformly-distributed torsion spring and then modifying the continuity equation of coupling
boundary, the elastic connection between plates can be well simulated. Based on the theoretical calculation
model of elastic coupling plates, the influence of connection stiffhess on the vibration characteristic of coupling
structure is analyzed. Conclusions are shown as follows:

1. With the increase of connection stiffness, modal of sub plate makes less contribution to the input
power but the situation is opposite to the modal of coupling structure.

2. The transfer power increases significantly with the increase of connection stiffness, and the
stiffness which makes the transfer power converging at natural frequencies of sub plate is less than that of
natural frequencies of coupling structure.
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ABSTRACT: Operating a cloud securely and efficiently entails a great deal of advanceplanning. A data center
and redundant internet connection is required at the beginning to connect to cloud. This can constitute the
technology portion of an information security and some network devices that safely and securely serve the
communication. National Institute of Standards and Technology states that the process of uniquely assigning the
information resources to an information system will define the security boundary for that system. A massive
amount of gear that is racked and cabled following defined patterns is enabled inside this boundary. Need for
the infrastructure that is used to manage the cloud and its resources as it operates the cloud. Each component
like server, network and storagerequires some degree of configuration. While designing or planning a complex
systemit is important to look ahead the process and procedures required for operation of the system. Small
cloud systems can be build without much of planning. But any Cloud system substantially bigger size needs
significant planning and design. If we fail to plan it leads to higher cost due to inefficiency in design and
process. In this paper we study on the architectural components that can be used to build a cloud with security
as a priority. This can be achieved by identifying requirements for secured cloud architecture along with key
patterns and architectural elements. This paper first discusses on security patterns and an architectural element
required and also focuses on several different cloud architectures and secure cloud operation strategies.

KEYWORDS: Cloud, Security, Architecture, network, process.

l. INTRODUCTION

Implementing a cloud computing architecture ultimately is the next generation in cost management -- a
shifting of traditional IT platforms to a resource-efficient, dynamic, hosted framework. Although this cost-based
view of the cloud dominates the dialogue on cloud adoption, it falls short of the complete picture [1].Beyond
cost organizations are looking to implement a cloud computing architecture to enhance worker productivity. To
these organizations, the biggest benefit of implementing a cloud computing model is the model's ability to apply
IT tools faster and more flexibly. Organizations want flexibility in presenting application services to users and in
assigning applications to resources based on cost and other metrics. This means looking at the overall IT
architecture specifically the network in a whole new way.

All cloud computing models have three key components: access, resource pools and address mapping[2].
The access component lets users connect with the applications they need. Resource pools support the servers
and storage that users can draw on to run those applications. The address mapping component links elastic
resource locations with such references as URLs; these allow users to access applications no matter where they
run. Access networks typically are built on routing and VPNs. Resource pools typically are supported on data
center networks built on the Ethernet and virtual local area networks, or VLANS. The technologies of these two
areas will expand as the private cloud is built, but the real change will be in address mapping. This is what will
connect users to the applications that now are running in a dynamic resource pool. Address mapping demands a
level of network flexibility that's beyond the typical needs of static internal IT hosting or even Internet hosting.
Without network flexibility, a cloud computing model's dynamism is lost.

In fact, it's the network that builds the cloud. Enterprise networks include data center LANS; storage area
networks; Internet tunnels; and WANS built on switching, routing and a VPN or Virtual Private LAN Service.
These network components are more costly than cloud software stacks, and making a mistake in the network
part of cloud-building could be absolutely fatal to security and availability. What we call the private cloud
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computing model is the one that will guide all future IT investment. It's the first model that recognizes the fusion
of business and IT, public and private resources, networks and software. It's a model that's very different from
the Internet or from the current enterprise data center, but it's also a model that can be built from current
infrastructure components and can provide both immediate and sustainable benefits in IT return on investment
and worker productivity.

1. SECURITY REQUIREMENTS FOR CLOUD ARCHITECTURE
This section focus on the key architectural requirements for a cloud implementation [3]. The main aim of the
cloud architecture is shown in fig.1andshould be appropriate to meet the needs of the cloud.
(1) Costs and Resources: The investment on technology and security controls will depend on cloud providers
financial resources towards its implementation. The motivation factor for the customer towards the cloud
services is cost. This constraint in the development and operation of the services will not be ideal to all the
customers.
(2) Reliability: The underlying technology which provide delivery of services to a certain degree.
(3) Performance: This refers to usefulness of the system that includes responsiveness to the input and throughput
the system can handle[4]
(4) Security: Confidentially, Integrity and Availability security principles are applicable to most of the systems
and the responsibility is to match with the security requirements which must be derived from reliability
performance and cost.
(5) Legal and regulatory constraints: Legal and regulatory constraints can lead to need for many additional
requirements having to do with technical security controls, access polices, and retention of data among many
others.
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Fig 1: Cloud architecture and implementation

2.1 Cloud Security Standards and Policies

Requirements for cloud security should be consistent with appropriate standards such as International
Organization for Standardization (1SO). All security requirements should derive from standard security policies.
The policy should explain the need for the standard encryption methods should be used. The security policy
should also have several supporting documents like guidelines for enabling security in development of
infrastructure software, management processes and operational procedures. It should also contain an acceptable
use policy for each category of user. A set of security standards for cloud should includes : Access controls,
Incident Response and management, System and network configuration backups, security testing, data and
communication encryption, password standards and continuous monitoring.
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2.2Requirements of Cloud Security

Security architecture of the cloud should be consistent as per the security policies mentioned in above
section. A security policy for the cloud is one of the security requirements. A separate set of activities will
revolve around identifying granular requirements that are preliminary in developing the cloud security
architecture. On cloud architecture there are certain representative security requirements which are likely to
apply are given below.

2.3 Cloud-Wide Time service

All systems must be synchronized to the same time source by using Network Time Protocol (NTP).
When communicating computers reside in different locations correct and synchronized time is very important.
The records and event time-stamps synchronized to a single source. A cloud infrastructure us subjected to all
manner of errors and made difficult to diagnose failuresif the clock drift between network devices or computers.
Correct time information comes from authoritative national time standards through various paths which will
include radio, satellite, cellular and hard-wired transmission to primary time servers. It is distributed through
NTP subnets to millions of secondary servers and from there to end-clients. NTP provides coordinates Universal
Time(UTP) all times zones or daylights saving time information must be provided separately. Some of the best
practices to be followed for managing NTP are configure clients to reference at least two time servers to provide
redundant time. Accurate time synchronization depends on how frequently clients update their time from time
servers.Limit input network or radio broadcast signals to authoritative and legal ones.

2.4 ldentity Management

Identity is key element in the security of operating the cloud. The information must be correct and
available to cloud components that have a validated need for access.Requirements include controls to protect
confidentiality, integrity and availability of identity information. Implement an identity management system that
will support needs for authenticatingcloud personal, support the larger scale needs for authenticating cloud
tenants and users.

2.5 Access Management

Access controls use identity information to enable and constrain access to an operating cloud and its
supporting infrastructure. Cloud personnel shall have restricted access to customer data in general. Cloud
personnel may require access to a hypervisor on a customer allocated machine or to storage devices that host
customer VMs or customer data but such access shall be tightly constrained and limited to specific operations
that are well defined by security policy and SLAs.We can implement multifactor authentication for highly
privileged operations with additional security controls. Authorization mechanism for cloud management are
constrained and do not allow for cloud wide access.

2.6 Requirements of Key Managements

In a cloud encryption is a primary means to protect at rest and between storage and processing phases.
Ensure that appropriate controls are in place to limit access to keying material that the cloud provider maintains
control over. Ensure that root level and signing keys are managed appropriately.

2.7 System and Network Auditing

To manage the ongoing security of any system in cloud audit evens will be generated at different trust zones
like infrastructure system and network components. All security relevant events must be recorded and generated
audit events must be logged in a near-real-time manner. All audit events logs shall be continually and centrally
collected to make sure the integrity and to support timely altering and monitoring.

1. SECURITY MONITORING
Security monitoring[5] shall include the generation of alerts based on automated reorganization that critical
security event or situation has taken place or is detected. Delivery of critical alerts in timely manner. Implement
a cloud wide intrusion and anomaly detection capability and consider this as a service for tenants or users. The
fig. 2shows the overview of security event management and relativity to security monitoring.
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The requirements for system and network controls are to ensure proper isolation, configuration and security for
security components. Implementation of network isolation between functional areas in the cloud computing
infrastructure. Implement completely separate networks which include use of physical separation and network
virtualization for public accessible components. Use other network controls and also software firewalls on
machines.

v CLOUD OPERATION STRATEGIES

The technique for honeypot[6][7][8]can be applied for cloud computing. A honeypots virtual
machinecan be deployed and then used to monitor and report on any attempt to access it. Sandboxes isused at
the software layer. It is a form of virtualization or abstraction between the software and code executed between
the operating system.As per the cloud architecture [3] it is wise to design for mutually reinforcing controls to
increase assurance. For defense in-depth for access control mechanisms it might require to use VPN for remote
administrative access. A VPN connection attempt may be shunned by the ingress router for source IP. The use
open system access control for remote administrative users could require use of a dynamically changing code
that is owned by remote administrator.

The various types of private, public, SaaS, PasS, laaS, providers and technologies associated with all
these types of architectures are Amazon Web Services, Amazon virtual private cloud, RackSpace cloud Hosting,
GoGrid, Salesforce.com, Google Apps engine. VMware, Microsoft Hyper-V. The key strategies for cloud
secure operations can be achieved by classifying data and systems and defining the valid roles for cloud
personal and customers[9].

\ CONCLUSION
The key architectural requirements for cloud implementation are discussed in the initial sections. Cloud
security standards and policies should meet the ISO standards. All policies should derive from ISO. Security
policy itself is one of the key security requirements in cloud. Security techniques like honeypots and sandboxes
can be implemented in cloud computing architecture to monitoring and reporting. The key strategy for secure
cloud operation can be achieved by classifying data and systems and defining the valid roles for cloud personal
and customers.

REFERENCES

[1] R. Schwarzkopf, M. Schmidt, Ch. Strack, S. Martin and B. Freisleben . Increasing virtual machine security in cloud
environments.Journal of Cloud Computing: Advances, Systems and Applications, Springer, 2012, 1-12.

[2] K. Hashizume, Nobukazu Yoshioka, and E. B. Fernandez . Three Misuse Patterns for Cloud Computing. Security Engineering for
Cloud Computing: Approaches and Tools, IGI Global, 2013, 36-53.

[3] Vic (J.R) Winkler, Securing the cloud, cloud computer security techniques and tactics, (Elsevier, 2011).

[4] Dieter Gollmann, Computer security(Wiley, 2006).

[5] E. B. Fernandez, Security Patterns in Practice, Designing secure architectures using software patterns. (Wiley Series on Software

Design Patterns, 2013)
[6] Selvaraj, R., Kuthadi, V.M. & Marwala, T. An Effective ODAIDS-HPs approach for Preventing, Detecting and Responding to
DDoS Attacks. British Journal of Applied Science & Technology, Vol.5 (5), 2015, 500-509.

[7] J. Wei, X. Zhang, G. Ammons, V. Bala, and P. Ning. Managing security of virtual machine images in a cloud environment. In
Proceedings of the 2009 ACM Workshop on Cloud Computing Security (CCSW09), Chicago lllinois, USA, ACM 2009, 91-96.

[8] Selvaraj, R., Kuthadi, V.M. & Marwala, T. Enhancing Intrusion Detection system Performance using Firecol Protection Services
based honeypot system. Proceedings of the International conference on Communication, Computing and Information Technology.
India, 2014.

[9] M. Okuhara, T. Shiozaki, and T. Suzuki. Security architectures for cloud computing. Fujitsu Sci. Tech. Journal, 46(4), 2010, 397—
402.




American Journal of Engineering Research (AJER) 2015

American Journal of Engineering Research (AJER)
e-ISSN: 2320-0847 p-ISSN : 2320-0936
Volume-4, Issue-9, pp-192-197

WWWw.ajer.org
Research Paper Open Access

Influence of microwave pre-treatment on the flotation of low-
grade sulphide ore

Omoyemi Ola-Omole (*)*?, B.O Adewuyi'?, J.0. Borode?, P.A. Olubambi ®
! The Federal University of Technology Akure, Nigeria.
2 African Materials Science and Engineering Network (AMSEN)-a Carnegie-LAS Rise Network.
% Tshwane University of Technology, South Africa.

ABSTRACT : Sulphide ores are always difficult to process because of the complication in their mineralogical
associations and the intergrown nature of their constituent minerals. These complexities usually result in a poor
liberation of the associated minerals. Hence, full determination of comminution parameters relevant to the
crushing and milling of these minerals will enhance higher recovery of the concentrate minerals as well as
enable proper plant design to take place. Meanwhile, most high-grade deposits of the world have been depleted
which give rise to the need to process low-grade ores. The conventional methods of mineral processing are also
no longer effective for the processing of these low-grade ores. This work centres on understanding the effects of
microwave pre-treatment on the flotation characteristics of the low grade-sulphide ores. The ore was
characterized using JEOL JSM. 7600 SEM-EDX, Qurum150TE XRD-Ultima IV and XRF- ZSX Primus II.
Microwave treatment was also carried out using 2.45 GHZ intellowave microwave oven at a power output of
750W. Comminution and particle size analysis of the ore shows that Pg, for microwave treated sample is equal
to -212um +150um while for the untreated sample Pgy, corresponds to -250 pum +212um. Sodium Ethyl
Xanthate, SEX was used as the collector, Methyl Isobutyl Carbinol, MIBC as the frother and three different
depressants (Starch, sodium silicate and potassium dichromate). Particle sizes 150um, 106um, 75um and 53pum
were used for flotation experiment. The trend of the recoveries of both microwave treated and untreated samples
shows that recoveries are higher for the microwave treated samples.

Keywords: Microwave treatment, flotation, sulphide ore, collectors, depressants

l. INTRODUCTION

Regardless of the form in which the different minerals occur and are associated in sulphide ores, in which
galena-sphalerite are found, they are usually very difficult to process. These complex mineralogy present
formidable challenges during processing and thus require that suitable techniques be adopted for optimal
recovery of the constituent metals. When valuable minerals are not freed, due to poor liberation, they become
very difficult to process in the sense that much more energy will be expended and efficient recovery becomes
more difficult to attain. Determination of comminution parameters relevant to the crushing and milling of these
minerals will enhance higher recovery of the concentrate minerals. Due to complicated mineralogical
characteristics of these ores, it is necessary to properly grind and liberate all the mineral phases, to enable them
to be exposed to processing. Meanwhile, most high-grade deposits of the world have been depleted, which
gives rise to the need to process low-grade ores, The conventional methods of mineral processing are also no
longer effective for the processing of these low-grade ores, as different concentrates obtained are of poor
quality.

This work centres on understanding the effects of microwave pre-treatment on flotation characteristics of the
low grade-sulphide ores from and Ishiagu 6° 20°00” N 8 ° 6’00”E in Nigeria. Microwave technology in mineral
processing has been investigated over few decades. Some of its benefits are reported to be low cost, energy and
time and also be environmental friendly. The method has been explored for mineral ores processing for which
interaction between microwave and minerals, differential heating and reduction in comminution energy
following comminution has been reported (Amankwah et al., 2005, Kingman 2006, Kingman and Rowson,
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1998, Haque, 1999, Xia and Pickles, 2000). Specifically for sulphide ores, Kingman et al., 2000 reported on the
influence of mineralogy on the response of ores to microwave radiation and the reduction in their grinding
energy, concluding that microwave radiation may cause surface oxidation of sulphide minerals. Microwave
treatment on copper flotation was also investigated and higher recovery for treated samples was reported
(Sayhoun et.al, 2005). However, no specific work centred on evaluating the capacity of microwave technology
in enhancing galena-sphalerite recovery from Ishiagu low grade sulphide deposit in Nigeria was found. The
thrust for this work is that the little work available in the literature centres on the influence of microwave
irradiation on heating characteristics, breakage response, mineralogy and mechanism of dissolution in sulphuric
acid and hydrochloric acid (Olubambi et. el., 2007). Studies reported so far on the influence of microwaves on
ore dressing could not provide sufficient information from which industrial systems could be understood, and
thus provide basis for its industrial acceptability. Therefore, the aim of this work is to investigate the
effectiveness of microwave irradiation for enhancing the processing of low-grade sulphide ore, the interplay of
mineralogy and microwave irradiation, and their dual effects on flotation characteristics of the sulphide ore.

1. METHODOLOGY

Ore sample

The Sample for this study is a low-grade complex consisting of Sphalerite, Galena, Anglesite, Pyrite, Hematite
and Silica. The sample was taken from Abakaliki south of Ebonyi Nigeria on a coordinate’s 12°6°30”N 5°
58°00”E and 6° 20°00” N 8 ° 6’00”E). The sample was divided into three portions, for mineralogical studies,
pre-microwave treatment and microwave treatment respectively. The portion for characterization was crushed
ground screened to sizes and were prepared for the analyses while the other two portions were taken for
treatment and processing without treatment respectively.

Microwave treatment

The 35009 of the bulk sample was placed on a glass revolving tray inside a 2.45GHz microwave oven with
multi-modal cavity. The Exterior dimension of the microwave was 455x281x325mm and the interior was
310x196x294mm, it was ensure that the samples were placed on a central position of the microwave in other to
minimize effect of field pattern variations as the glass rotates within the oven. The heating was carried out for
5mins at 750W power rating even though there were arcing within the ores.

Particle size analysis and ore characterization

Both microwave treated and untreated samples were subjected to crushing and milling and particle size analysis.
15009 of each portion was crushed in a Chipmunk VD67 jaw crusher and milled in a rod Mill using 17 steel
rods of 1.5cm by 30cm dimension. Pulverized sample were screened separately on a King Test VB 200/300
Model 51V520125 with Endecott’s set of sieves 2000pm, 1700 pm, 1180 pm, 850 um, 600 um, 425 pm, 300
pm, 212 um, 150 pum, 106 um, 75 um and 53 um. Thereafter, the samples were characterized using JEOL JSM.
7600 SEM-EDX, Qurum150TE XRD-Ultima IV and XRF- ZSX Primus II.

Froth Flotation

Selective froth flotation experiments were conducted in a standard Denver D-12 laboratory flotation cell to
obtain concentrates of Lead and Zinc from both microwave treated and untreated samples. Particle sizes 53um
sizes 75um, 106um and 150um were used for the flotation experiment. The pulp was prepared to 40% solid
with initial pH of 6.53. Quick lime was added to raise the pH to 10.00, 400g/t of sodium ethyl xanthate, SEX
was used as collector three times for each of the particle sizes, 125g/t of ZnSnO, was employed as depressant
for zinc in the lead-zinc circuit as lead was floated without activation and three different depressants (10%
starch solution, potassium heptaoxodichromate (V1) and sodium silicate) were also used to depress lead.in each
of the experiments Other parameters; pH, concentration, speed, etc. were kept constant. 80g/t of CuSO,4 was
used to reactivate zinc in zinc-lead circuit

I11. RESULTS AND DISCUSSION
Ore characterization
Figures 1a indicates the mineral phases revealed by XRD prior to microwave treatment. Identified phases were
galena, and quartz. It was difficult to identify sphalerite phase or that of other compounds due to low
concentrations or overlapping peaks. The quantitative analysis results show about 77% of quartz and 23% of
lead while an unidentified phase is suggested to be zinc (Figure 1b). Hence, further mineralogical examinations
via SEM confirmed the presence of the identified minerals.
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Figure 1a: XRD pattern of Ishiagu sulphide ore deposit. deposit

Figure 2 shows SEM/EDS micrographs which further established the mineralogical composition of the ore. The
morphologies of the constituent minerals within ores are show the presence of galena, sphalerite, quartz and other
minerals in low concentrations.
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Figure 2: SEM/EDS Micrograph of “As mined" sulphide ore

Table 1: XRF Analysis of Ishiagu sulphide ore
Compound Na,0 MeO ALO Si0; PO SO; K0 CaQ Crs0; MnQ Fe;O CuD  ZnO  PhO

3 3
Weight %  0.000 0.546 0.813 422 0.0355 164 0.152 L11 0.0635 133 156 0.640 091 353.86

It was discovered that the low grade ore contains 0.91% zinc and 53.86% lead as seen in table 1. There are other
unwanted minerals in various percentages.
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Effect of microwave treatment on the particle size

There were no particles retained on the 2000um sieve for microwave treated sample unlike the untreated sample
during sieve analysis. Figure 3 represents the cumulative % passing of microwave treated and untreated Ishiagu
sulphide ore and figure 4 represents the size distribution patterns of the ore samples after Gate-Gaudin-
Schuhmann law.
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Figure 3: Graph of cumulative % passing of microwave treated ore
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Figure 4: Gates-Gaudin-Schuhmann plot of particle size analysis

Cumulative % passing for 2000um is equal to 89.13% while cumulative% passing for 2000um of the
microwave treated sample is equal to 100% no particles were retained on the 2000um sieve. Hence, Pg, for
microwave treated sample is equal to -212um +150um while for the untreated sample Pg, corresponds to -
250um +212um. The implication of the results of particle size analysis as shown in figure 3 is that as a result of
microwave treatment, enough required fine were produce and less energy is required to produce enough particle
sizes because there will not be need to regrind and re-crush the ore, that mean less energy is required to produce
enough particle sizes. Both microwave treated and untreated sample were comminuted under the same
parameters. The energy expended on microwave is 17.85kwh/t because 3.5kg of the ore was microwaved for 5
minutes. If intensive grinding was to be done so as to get the same output as that of the microwave sample, more
energy would be expended and too much fines would be generated. Intensive fine grinding reduces particles to
fine sizes which make separation inefficient though froth flotation requires as much of the valuable mineral
surface to be exposed.

Effect of microwave treatment on the recovery of lead and zinc

Figure 5, 6,7and 8 show the effect of microwave treatment on the recovery of lead and zinc concentrates at
various particle sizes and a power rating of 750W. Figures 5 shows that 88.48% of lead concentrate was
recovered using SEX as collector and potassium dichromate as depressant. That of zinc was 17.9% (figure 6)
with potassium dichromate as depressant and particle size 106pum. Meanwhile the untreated sample gave a
recovery of 73.47% (figure 7) of lead and 11.72% (figure 8) of zinc. Microwave treatment has allowed most of
the valuable minerals to be freed from the associated gangues. Recoveries are higher for all particle sizes of the
microwave than for their unmicrowaved counterparts. For example, the values of lead recovery for microwave
treated samples are higher in figure 5 when compare to the values of lead recovery in figure 7 of the
unmicrowaved samples. Similarly, figure 6 and 8 followed the same trend of recovery of zinc. Potassium
dichromate was the depressant which gave the best result though with higher particle size in each case, it may be
because higher particle sizes are easily depressed because they are heavier than the finer sizes. Meanwhile,
improvement in the recovery of zinc shows that using potassium dichromate to depress lead is the best out of the
collectors.
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Figure 5: Recovery of lead microwave treated (MTI) Ishiagu sulphide ore using SEX as collector and varying
depressants.
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depressants.

IVV. CONCLUSION

Influence of microwave pre-treatment on the flotation of low-grade sulphide ore have been studied.
From the results of sieve analysis for microwave treated and untreated samples it can be concluded that since
more smaller particles were obtained from lower particle sizes microwave processing of minerals, especially
sulphides, is beneficial for the recovery of the metals, since higher recoveries were obtained from fine particles
sizes. Also, the results have shown that microwave pre-treatment has a significant effect on the recovery of lead and
zinc concentrates from the sulphide ores. It can be concluded that with microwave treatment 53um of Ishiagu galena-
sphalerite ore gave a recovery of 88.48% using sodium ethyl xanthate as collector. The results have shown that
microwave pre-treatment has a significant effect on the recovery of lead and zinc concentrates from the sulphide ores.
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ABSTRACT: Solid waste characterization study is a basis to any proper planning of solid waste management
in an area. This study was undertaken to assess the characteristics of the waste generated in the three zones of
Ogbomoso, in Nigeria to enhance scientific management of solid wastes in the town. This study consists of
carrying out survey, characterization of municipal solid waste (MSW) and exploring it’s potential to be used for
biogas production. The direct waste collection and sorting was applied to solid wastes collected from ninety
(90) households, thirty (30) from each zone with different socio-economic characteristics for a period of four (4)
weeks. The result shows that Ogbomoso solid waste consists to a large extent of organic and other
biodegradable matter. They were dominated by food, vegetable, paper and animal waste (50.6 %), plastics
(7.3%), metals (10.3%), glass (10.2%), ash and dirt (7.6%) suggesting that an integrated waste management
approach supported by willingness to separate wastes from source could be the best option for the town. A
questionnaire was designed for collecting information about waste generation in all the three zones. The
questions asked, were so as to get a essential information about the two important qualities of the waste
generated viz quantity and disposal. The study recommended the adoption of the biogas technology because of
its potential to address both economic and sanitation challenges being faced by local authorities in developing
countries.

Keywords: Biodegradable, Characteristics, Management, Municipal solid waste, Sustainability

l. INTRODUCTION

Proper management of solid waste is critical to the health and well-being of urban residents [1].
Ogbomoso, like most towns in the developing countries is facing potential threat from unhealthy waste disposal
practices prevailing in almost all the urban centers in the country. Though the living standard has significantly
changed, the method of public health and sanitation still remains primitive. A vast quantity of waste generation
in the town is one of the serious outcomes of unplanned development. Due to rapid population growth the town
faces many problems. One of the major problems of the city is improper disposal of municipal solid waste. The
management of municipal solid waste has become an acute problem due to enhanced economic activities and
rapid urbanization. Urban population growths together with the development of markets resulted in the quantum
of a huge amount of hazardous organic and inorganic waste daily. Proper management of the waste is a
challenging issue that must be addressed adequately. The sources of waste are multiple and haphazard and
disposal method is not scientific, as a result of it the environment is getting polluted day by day and gradually.
The trace elements polluted the air and poses as a health risk to the people. Many tons of municipal solid waste
is left uncollected, clogging drains, creating feeding ground for pests that spread disease and creating a
numerous of related health and infrastructural complications. Municipal solid waste management is an important
part of the urban infrastructure that ensures the protection of environment and human health [2]. The rising
growth of urban population, increasing economic activities and lack of training in modern solid waste
management practices in developing countries with unplanned urbanization complicates the efforts to improve
solid waste services. Ludwig et al. [3] wrote that the changes in consumption patterns with alterations in the
waste characteristics have also resulted in a quantum jump in solid waste generation. In their report, [1] wrote
that solid waste management is hampered by a lack of data at all levels from the ward, district and municipality,
and where available, is generally unreliable, scattered and unorganized. To this end, the planning of solid waste
management has remained a difficult task.
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Energy is one of the most significant factors for human development and to worldwide prosperity.

Energy demand is a critical reason for extensive climate change, resource exploitation, and also restricts the
living standards of humans [4]. [5] Reported that Cooking accounts for 90% of energy consumption in the
households of developing countries. While 80% of the world’s energy consumption still originates from
combusting fossil fuels [6]. Yet the reserves are limited; means do not match with the fast population growth,
and their burning substantially increases the greenhouse gas (GHG) concentrations that contributed for global
warming and climate change [7]. The over dependence on fossil fuels as primary source of energy, has led to
global climate change, environmental degradation, and consequently human health problems.
One technology that can successfully treat the organic fraction of wastes is anaerobic digestion; it has the
advantages of producing energy, yielding high quality fertilizer and also preventing transmission of disease
[8].Harnessed biogas can either be processed and sold directly or used to generate energy, which can then be
sold. Anaerobic digestion also produces savings by avoiding costs of synthetic fertilizers, soil conditioners and
energy from other sources [9].

The classification of waste composition is thus, essential for the selection of the most appropriate
technology for treatment, taking necessary health precautions and space needed for the treatment facilities. In
spite of this acknowledgment, there has been no study on the analysis of municipal waste composition in
Ogbomoso town and environ. This work attempts to fill this gap by providing pre-data on the composition, and
sources of municipal waste in three different zones of the town with the aim of understanding the type of waste
generated, waste flow, initiate and investigate a feasible sustainable waste disposal and implication for
management.

Il. MATERIALS AND METHODS
This work was carried out in three stages. The first is direct sampling of solid waste from specific
sources, secondly, questionnaire was designed for collecting information about waste generation in the town and
lastly characterization of solid waste was carried out.

2.1 Sampling and data collection

The determination of the composition of unprocessed municipal solid waste during this study was done
according to ASTM D5231 — 92 [10] Standard Test Method which involves the direct sampling of solid waste
from specific sources, a labour-intensive manual process of sorting, classifying and weighing all items in each
sampling unit and a detailed recording of the data. Composite solid waste samples were sorted into ten
categories namely; food scrap, waste paper, textile material, plastic material, metal, glass, ash dirt, vegetable,
animal waste (dung,etc) and others which comprise unidentified waste types. Each category was weighed and its
percentage composition determined. A total 60 households were surveyed (20 from each zone), each of the
households was visited every day for four (4) weeks in November, 2014 and the waste sorted and weighed at
source. Statistical quantities such as the mean and standard deviation were used to summarize the findings in
this study. Standard deviation showed variation in the values of variables from the mean.

2.2 The Questionnaire

A questionnaire was designed for collecting information about waste generation in the town. The
questions included, were so as to obtain a basic idea about the two important qualities of the waste generated viz
quantity and disposal. A total 300 questionnaire was distributed (100 for each zone).
2.3 Laboratory
The characterization of solid waste was done to by finding moisture content, organic matter (total solid (TS) and
volatile solid components (VS)) of solid waste. These were done so as initiate and investigate a feasible
sustainable waste disposal
2.3.1 Determination of moisture content of samples:The moisture content of the solid waste was determined
using the method used by Cioabla et al. [11]. The samples were weighed in a dish and dried in an oven at 105°C
overnight. The weight of the dried sample plus dish was noted and the percentage moisture content was
calculated by this equation

% moisture content = W x 100 )
2—my

Where,
my= mass in grams of the empty dish,
m,=mass in grams of sample plus the empty dish before drying,
ms= mass in grams of sample plus empty dish after drying.
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2.3.2 Determination of total solids (TS): The total solids (TS) were determined using the convection oven
method which involved heating samples of 10g each of the biodegradable municipal solid waste and air dried at
105 + 3°C for three hours. The dried waste was then allowed to cool to room temperature in a desiccator after
which it was weighed. The weight of the sample plus weighing dish was recorded. The sample was again heated
in a convection oven at 105 + 3°C, until a constant weight change of + 0.1% change was achieved upon one
hour of re-heating the sample. The TS was then calculated from the formulae.

mass of dried sample remains
TS = P 2)

initial mass of sample

2.3.3 Determination of volatile solids (VS): The volatile solids (VS) of the substrate was determined by
igniting the dried samples from (a) in a muffle furnace for two hours at 500°C. The initial mass of the dried
sample prior to ignition was recorded and the final mass of the solid remained after 2 hours of ignition was
recorded. VS was then determined from the formulae.

mass of solid remains after igniting sample (3)

VS=1-

initial mass of dried sample

I1l. RESULTS AND DISCUSSION

From the samples of solid wastes collected from the sampled households in the three zones, ten
different types of wastes were categorized. These are food scrap, waste paper, textile material, plastic material,
metal, glass, ash dirt, vegetable, animal waste (dung,etc) and others. Table 1 shows the different categories of
waste observed in the three residential zones of Ogbomoso. Analysis of waste type shows that solid waste
consists to a large extent of biodegradable matter (51.3 %) and the non biodegradable made up of substantially
dirt, ash and other household trash typical of low income developing country [12, 13]. However, a closer look
at the composition of municipal solid waste provides a description of the constituents of the waste and it differs
widely from place to place [14]. The most remarkable difference is the difference in organic content which is
much higher in the low income areas (metropolis) than the high income (lautech), while the metal and plastic
content is much higher in high income areas than low income areas. It is a reflection of the difference in
consumption pattern, cultural and educational differences. Due to the composition of the waste, especially the
findings in this study of substantial presence of faecal matter and animal dung in the waste, many health and
environmental issues are foreseen. The biodegradable wastes generated are in high quantity, these could be
utilized by adopting appropriate technologies for processing it into a source of green energy and bio-fertilizer.
While promoting sustainability, it would help prevent the degradation of the urban environment.

3.1 Responses to Questionnaire

There were 248 respondents to the questionnaire from 300 distributed. The respondents consisted of
male and female with various age, occupational and educational status. Of the 100 questionnaire distributed to
each zone 79, 87 and 82 were returned from metropolis, lautech and suburban respectively.

3.1.1 Type(s) of waste generated: Identification of waste composition is crucial for the selection of the most
appropriate technology for treatment, taking essential health precautions and space needed for the treatment
facilities. The type of municipal solid waste generated varies according to the various sources within the town as
shown in Table 1. In higher income areas disposable material and packaged food are used in higher quantities.
In the case of lower income areas, the usage of fresh vegetables with lack of refrigeration, keeping of livestock
like goats and waste food is responsible for the high decomposable material. The availability of space
encourages the keeping of livestock in the suburban area of Ogbomoso hence has more animal dung as seen in
Table 1.
Table 1: Waste type and composition (%) in the three residential zones of Ogbomoso

Categories Metropolis Lautech Suburban
(%) (%) (%)
Food scrap 23.2 12.8 18.4
Waste Paper 1.7 6.7 8.3
Textile material 10.7 9.8 111
Plastic material 51 12.1 3.9
Metal 6.4 18.4 6.2
Glass 7.2 16.7 6.7
Ash, dirt 6.4 4.7 115
Vegetable 14.3 10.5 7.9
Animal waste (dung,etc) 17.7 7.6 25.1
unidentified waste types 1.3 0.7 0.9
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3.1.2 Current method of disposal: As shown in Table 2, the use of authorized dump site was highest among
lautch resident 65.8%, followed by those in the metropolitan 33.7%, while it was least among those living in the
suburban area of the town 26.9%. A reverse pattern was observed for unauthorized site dumping with lautech
having the least 14.5%, followed by the metropolis with 61.4%, while suburban has the highest of 72.7% this
could be as a result of availability of empty space which encourages indiscriminable disposal. For water ways
disposal the practice is more pronounced in the metropolis 52.4%, suburban area recorded 38.7%, while lautech
area has the least of 27.6% this could as a result of the area consisting of much higher percentage of educated
people. Burning of refuse is higher in the metropolis area (49.3%) than the other two zones suburban 43.1% and
lautech 23.4%. The lower percentage observed in the lautech area could be as a result of the knowledge of the
effect of burning as will be seen later. Lack of space for disposal might be responsible for the high percentage of
burning in the metropolis. The suburban area recorded the highest method of burying refuse (37.5%), followed
by lautech with 8.1%, while the metropolis has the least of 3.6%. Availability of empty space could be
responsible for this trend of waste disposal. The use of waste bin is highest in the lautech area with 62.7%,
followed by suburban 21.1%, while metropolis is 6.3%. The trend could be as a result of the financial
implication involved in this method.
Table 2: Current methods of disposal.

Place Metropolis Lautech Suburban
(%) (%) (%)
Authorized dump site 33.7 65.8 26.9
Unauthorized site 61.4 145 72.7
Water ways 52.4 27.6 38.7
Burning 49.3 23.4 43.1
Burying 3.6 8.1 37.5
Personal bin 6.3 62.7 21.1

Note: Multiple responses were allowed for disposal methods

3.1.3 Awareness of waste separation and disposal options: As shown in Table 3, Awareness of waste
collection service (WCS) was highest in the lautech area 88.6%, followed by suburban area 72.9%, while it was
least among metropolis 63.3%. The same pattern could be observed for awareness of waste management
regulations (WMR). The percentage of those who used WCS was highest among lautech area 81.2% and least in
metropolis 28.8%. The percentage of those who used WCR was higher among those resident in lautech 66.5%
and lowest among those resident in the suburban area 22.1%. The separation of waste from source was also
higher in the lautech area 52.3% , compared to metropolis 15.7 and 18.7% for suburban areas. The influence of
education on solid waste management could then be inferred.

Table 4 shows reasons for not using WCS. Those who used other WDO like open dumping, open
burning, dumping in drainages and burying gave the reason of being not been effective where the existed 67.8,
31.3 and 75.9% for metropolis, lautech and suburban respectively. The other reason gave was in availability of
WCS in their area of residence 58.4, 12.3 and 76.7% for metropolis, lautech and suburban respectively.
Furthermore 67.3, 45.3 and 73.2% for metropolis, lautech and suburban areas gave the reason of too far from
dump sites. The awareness of WMR was highest among those who are educated. The percentages of those who
used WCS seemed not to be influenced by educational status as the results did not follow an orderly pattern; the
reasons could be the availability and effectiveness of WCS. As seen in Table 4.

Table: 3 Awareness of waste separation and disposal options

Question Metropolis Lautech Suburban

Aware of WCS (%) 63.3 88.6 72.9

Aware of WCR (%) 28.8 81.2 41.3

Use of WCS (%) 33.1 66.5 221

Separate the waste at source (%) 15.7 52.3 18.7
Where,

Awareness of waste collection service (WCS)
Awareness of waste management regulations (WMR)
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Table 4: Reasons for not using WCS

Reasons Metropolis Lautech  Suburban
(%) (%) (%)

Not effective in my area 67.4 31.3 75.9

Not available in my area 58.6 12.3 76.7

Collection service too costly 88.7 35.8 75.8

Dump site too far from home 67.5 45.3 73.2

Note: Multiple responses were allowed for sources of energy

3.1.4 Type of cooking fuel used: Figure 1 presents an aggregated view of the type of energy used for cooking
in the three zones under study. It can be deduced that wood is the most used source of energy followed by
paraffin with electricity and the use of LPG very small. The distribution of energy used in each zone shows that
Metropolis and the suburban areas relied heavily on wood and charcoal for cooking 97.6 and 96.9%
respectively. The used of LPG and electricity in the two zones of metropolis and suburban is less than 5%
compared to lautech area which has 84.1 and 46.4% relying on LPG and electricity for their cooking
respectively. The lack of usage of electricity for cooking in the metropolis could be as a result of lack of
constant electricity supply in the areas compared to lautech areas that have almost 24 hours constant power
supply per day. However the lower usage of LPG in the two areas of metropolis and suburban compared to
lautech area might not be unconnected to the cost of LPG and its availability.

B Metropolis (%) ™ Lautech (%) Suburban (%)
120 -
100 -+

60 -
40 -

% of respondant

Wood/ LPG Paraffin Electricity
Charcoal

Type of fuel used for cooking

Note: Multiple responses were allowed for types cooking fuel
Figure 1: Type of cooking fuel used

3.1.5 Daily cooking fuel requirement: Most respondents in the metropolis, suburban and those that uses wood
in lautech areas indicated that they consumed wood for 2-3 hours for cooking purposes. This was compared to
less than 1 hour when paraffin was used for the same purpose. Heating about 2 litres of water using wood was
generally observed to take slightly less than 1 hour. This probably indicates that the technology used for cooking
with wood is less efficient when compared to the use of paraffin stoves. It might also reflect the relative cost of
each source of energy for the various purposes as discussed above.

3.1.6 Health impacts on the use of various sources of energy for cooking: The study also sought to ascertain
the perceptions of respondents on the knowledge of the various effect of usage of various sources of energy for
cooking. Lautech areas resident 69.8% are aware of the hazards associated with burning of wood. Metropolis
and suburban areas recorded 27.9 and 33.4% knowledge of the effect of the used wood for cooking. All
respondent also perceived gas as being potentially dangerous because of their ability to cause accidental fires.

3.1.7 Awareness of biogas technology: The awareness of biogas technology as shown on Table 5, is very low
in the metropolis (3.7%) and the suburban (6.8%) areas, while the knowledge of biogas technology is 53.6% in
the lautech area. The high percentage awareness of the biogas technology in the lautech area might be due to
higher educational level of the resident of the area.
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Table 5: Awareness of biogas technology

Question Metropolis Lautech Suburban
(%) (%) (%)
Perception of health impact on the use of wood 27.9 69.8 33,6
Awareness of biogas 3.7 61.3 6.8
Ready to adopt to biogas technology if available 69.2 87.7 71.6

3.2 Laboratory tests results

As observed from Table 6, the moisture content of the waste varied from 70 to 75%. It is comparable to the
moisture content obtained by Hafid et al., [15]. This can be a potential problem if we derive energy in the form
of steam as a huge amount of fuel would be wasted in drying the waste. Biogas is a better option as there is a
requirement of moisture in 50%. The findings from laboratory experiments carried out to determine solid
content of solid waste are as shown in Table 6. A large fraction of this waste is biodegradable thus it can be used
as a feedstock for methane production. The low percentage of total solids (TS) is due to the composition of food
waste, vegetables, fruit remains and peels which had high moisture content (MC). The high percentage of the
volatile solids (VS) 75% to 80% indicates the organic portion of the feedstock, which characterizes the digester
systems input feedstock when expressed as a fraction of total sample (wet) weight. City of San Rafael Sanitation
Agency [16] indicated that VS contents of 70% and above make solid wastes biodegradable.

Table 6: Characteristic of substrate

Substrates Metropolis Lautech Suburban
(%) (%) (%)
Moisture content (MC) 75+1.4 71+1.1 73418
Total solids (TS) 15.3+0.7 16.2+0.4 15.8+0.9
volatile solids (VS) 87.1+1.2 86.3+0.8 88.4+1.3

Due to the composition of the waste, especially the findings in this study of substantial presence of
faecal matter in the waste, many health and environmental issues are foreseen. From the data presented in this
work, it can be seen that biodegradable materials make up about half of the waste generated by households,
therefore segregation at source should be encouraged, effectively reducing the bulk of municipal solid waste for
disposal and the space required for the purpose causing a reduction in the expenses. The segregated organic
waste could be utilized by adopting appropriate technologies for processing it into bio-fertilizers or as a source
of green energy.

The characterization of MSW collected from three areas of Ogbomoso, the average moisture content of
the samples was found to be between 70 and 75%. High moisture content makes thermal recovery from solid
waste uneconomical as considerable fuel is used up by the latent moisture in the solid waste. Anaerobic
digestion, which requires high moisture content for the sustenance of the methane bacteria, was the preferred
alternative for energy recovery from organic waste in the Ogbomoso. Bioconversion processes are suitable for
wastes containing moisture content above 50% than the thermo- conversion processes [17]. Waste-to-Energy
transformation has been identified as a veritable option in the integrated waste management processing of
MSW. A higher volatile matter content leads to a better biogas yield. The test samples contained an average of
87% of volatile matter, thus strengthening the case for the adoption of anaerobic digestion in Ogbomoso. Apart
from biogas, the anaerobic digestion process produces byproduct (digested residual) which can have a value as a
fertilizer or soil amendment. The bio-fertilizer enriches soil with no detrimental effects on the environment [18,
19]. However, if biogas is adopted, it should be accompanied by intensive awareness campaigns about the safety
use of the fuel so as to take of the people’s perception on the use of gas for cooking. For the respondents who
use electricity for various purposes about 40% of them paid US$ 21-55 in monthly bills. About 55% of the
respondents spent between US$11-40 on wood and 65 % spent between US$1-50 on paraffin per month. This
gives a daily average household energy expenditure of US$1-50. It would seem most households will be able to
pay for biogas and biodigester maintenance from the savings of buying wood and paraffin but this depends on
the price visa vies cost

IV. CONCLUSION
From this work, it is believed that no single waste management option can be employed in isolation for
MSWM in Ogbomoso. Considering the nature and components of waste generated in Ogbomoso, a blend of
certain management options in the waste management hierarchy would be more suitable in tacking the challenge
of MSWM. These management options should be integrated in a sustainable agenda with adequate consideration
be given to their hierarchical importance. In order that the desired result is accomplished, these options should
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also be considered and employed based on local conditions rather than foreign methods. The backbone of most
options in the waste management hierarchy is waste segregation at source. Other key aspects are proper storage,
more efficient waste collection systems, sustainable recovery and disposal. Public education and properly
planned waste management programs need to be introduced into the current waste management system. These
are relevant because households should know and understand the importance of waste segregation and proper
storage, as well as those of recycling and compost production. In order, to encourage and enhance cooperation
of households, inclusion of incentives should not be overlooked when designing programs for waste

management.
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Abstract— Data-gathering wireless sensor networks (WSNs) are operated unattended over long time horizons
to collect data in several applications such as those in climate monitoring and a variety of ecological studies.
Typically, sensors have limited energy (e.g., an on-board battery) and are subject to the elements in the terrain.
In-network operations, which largely involve periodically changing network flow decisions to prolong the
network lifetime, are managed remotely, and the collected data are retrieved by a user via internet. In this
paper, we study an integrated topology control and routing problem in cluster-based WSNs. To prolong network
lifetime via efficient use of the limited energy at the sensors, we adopt a hierarchical network structure with
multiple sinks at which the data collected by the sensors are gathered through the cluster heads (CHs). We
consider a Particle Swarm Optimization model to optimally determine the sink and CH locations as well as the
data flow in the network. Our model effectively utilizes both the position and the energy-level aspects of the
sensors while selecting the CHs and avoids the highest-energy sensors or the sensors that are well-positioned
sensors with respect to sinks being selected as CHs repeatedly in successive periods

Keywords—Wireless sensor networks, Data gathering, energy , Network lifetime, cluster head.

I. INTRODUCTION

There is a rapid development of low cost, multifunctional and low power sensors through the recent
advances in, embedded microprocessors, Wireless sensor networking, integration of micro electromechanical
systems (MEMS), and nanotechnology. Sensors of very small size are capable of sensing, processing data and
communicating with each other or with the data sinks. Wireless sensor network (WSN) is formed by the group
of sensors which are communicating in a wireless medium in order to gather the data and transmit it to a user
(sinks).The main purpose of Wireless sensor network applications is to monitor and collect data by the sensors
and to transmit the data to the sinks. Wireless sensor networks are categorized into four types as time-driven,
sink-initiated, event-driven and hybrid in terms of data delivery scheme. In the time-driven model, the sensors
swill send the data periodically to the sink by sensing the data continuously at a pre specified rate. For event-
driven and sink-initiated models, when a certain event occurs or when a request is initiated by the sink, then the
sensors report to the sink. These models are well suited to time-critical applications. A hybrid model is the
combination of the all the above three methods.

Wireless Sensor Network

' _7/-\((’: cD-§
/\ Jﬁ j\ Gateway
L
Sensor Node Network
Mohile Internet Computer

Fig 1 wireless sensor network
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Wireless sensor network as shown in fig 1 gives an opportunity for ecological monitoring which was not
possible before due to infeasibility of in-person attendance in data collection and the remoteness of areas of
interest. Wireless sensor network make possible of eco-monitoring and also facilitates more frequent data
collection. Wireless sensor network operations have the following framework. First a set of sensors with limited
energy resource are equipped and as well as with the capabilities of sensing, processing and communication are
deployed in a geographical region. Sensors forward the data collected by them to the designated sensors which
are called as cluster heads ( CHs), which aggregate their received data through some processing. Cluster
Heads then forward the data to sinks which are deployed at specific locations, either directly or through other
Cluster heads. Determination of the cluster Head and sink locations is the design of the network, while routing
of data from the sensors to the sinks in the network refers to the operation decisions

Network lifetime which is defined as the time between two sensor deployments is one of the main concerns
in network design and operation. Having less number of operational sensors with enough remaining energy in
the network may be one of the reason for the sensor redeployments. The lifetime is divided into periods which
are of uniform length and each period is made with network design and operations decisions considering that the
number of periods in deployment cycle is maximized.

The two fundamental problems in effective design and operation of Wireless sensor network are
topology control and routing. The energy efficiency and computation-communication trade off are some design
specific/ operation attributes which underlines the relation between the decisions and their relation to network
lifetime. Energy efficiency is the main concern because each sensor has finite and nonrenewable energy
resource. Communication-computation tradeoff means the fact that the energy consumed by the communication
is more than the computations performed on board a sensor.

Despite the innumerable applications of WSNs, these networks have several restrictions, e.g., limited energy
supply, limited computing power, and limited bandwidth of the wireless links connecting sensor nodes. One of
the main design goals of WSNs is to carry out data communication while trying to prolong the lifetime of the
network and prevent connectivity degradation by employing aggressive energy management techniques. The
design of routing protocols in WSNs is influenced by many challenging factors. These factors must be overcome
before efficient communication can be achieved in WSNSs. In the following, we summarize some of the routing
challenges and design issues that affect routing process in WSNs.

* Node deployments: Node deployment in WSNs is application dependent and affects the performance of
the routing protocol. The deployment can be either deterministic or randomized.

« Energy consumption without losing accuracy: Sensor nodes can use up their limited supply of energy
performing computations and transmitting information in a wireless environment.

« Data Reporting Model: Data sensing and reporting in WSNs is dependent on the application and the time
criticality of the data reporting. Data reporting can be categorized as either time-driven (continuous), event-
driven, query-driven, and hybrid.

* Node/Link Heterogeneity: In many studies, all sensor nodes were assumed to be homogeneous, i.e.,
having equal capacity in terms of computation, communication, and power. However, depending on the
application a sensor node can have different role or capability.

» Scalability: The number of sensor nodes deployed in the sensing area may be in the order of hundreds or
thousands, or more. Any routing scheme must be able to work with this huge number of sensor nodes.

» Coverage: In WSNSs, each sensor node obtains a certain view of the environment. A given sensor's view of
the environment is limited both in range and in accuracy; it can only cover a limited physical area of the
environment. Hence, area coverage is also an important design parameter in WSNs.

« Data Aggregation: Since sensor nodes may generate significant redundant data, similar packets from
multiple nodes can be aggregated so that the number of transmissions is reduced. Data aggregation is the
combination of data from different sources according to a certain aggregation function, e.g., duplicate
suppression, minima, maxima and average.

* Quality of Service: In some applications, data should be delivered within a certain period of time from the

moment it is sensed, otherwise the data will be useless. Therefore bounded latency for data delivery is

another condition for time-constrained applications. However, in many applications, conservation of
energy, which is directly related to network lifetime, is considered relatively more important than the
quality of data sent.

Applications of Wireless Sensor Networks

»  Area monitoring

Area monitoring is a common application of WSNs. In area monitoring, the WSN is deployed over a

region where some phenomenon is to be monitored.

» Air quality monitoring

The degree of pollution in the air has to be measured frequently in order to safeguard people and the

environment from any kind of damages due to air pollution.
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> Forest fire detection
A network of Sensor Nodes can be installed in a forest to detect when a fire has started. The nodes can
be equipped with sensors to measure temperature, humidity and gases which are produced by fire in the
trees or vegetation.
» Natural disaster prevention
Wireless sensor networks can effectively act to prevent the consequences of natural disasters, like
floods.

» Machine health monitoring
Wireless sensor networks have been developed for machinery condition-based maintenance (CBM) as
they offer significant cost savings and enable new functionality. In wired systems, the installation of enough
sensors is often limited by the cost of wiring.
» Industrial sense and control applications
In recent research a vast number of wireless sensor network communication protocols have been
developed. While previous research was primarily focused on power awareness, more recent research have
begun to consider a wider range of aspects, such as wireless link reliability, real-time capabilities, or
quality-of-service.

» Water/Waste water monitoring
Monitoring the quality and level of water includes many activities such as checking the quality of

underground or surface water and ensuring a country’s water infrastructure for the benefit of both human
and animal. The cluster based algorithms could be used for partitioning the sensor nodes into subgroups for
task subdivision or energy management. A survey on clustering algorithms for WSNs can be found in [2].

Based on the set of sensors deployed and which are available at the beginning of a period, determining
the sinks and Cluster Heads to employ and flow of data from sensors to sinks through Cluster Heads in the
specified period is considered as the problem definition. Hence, the average usage of the energy and the
variation in distributing the remaining energy in the network is minimized and the adoption of high-energy
sensors as Cluster Heads is encouraged. There is a assumption that any sensor can be a Cluster Head while
looking that whether there are special high-energy sensors deployed for this role.

The main aim of the project work is to optimize the energy possessed by each sensor node in wireless
Sensor Networks that is to increase the lifetime of the sensor nodes deployed in various regions

Il. RELATED WORK
Grouping the sensors into clusters known as clustering has been shown effective in prolonging sensor network
lifetime in the literature. The basic idea is organising the wireless sensor network into a set of clusters, sensors
transmit the collected data to their Cluster Heads within each cluster. The received data is aggregated by each
cluster head and forwards to the sink either directly or through other Cluster Heads.

There are three ways of benefits in terms of energy efficiency:

1) A multi-hop sensor-to-sink data transfer scheme that eliminates the quick energy drainage at the sensors
which are away from the sink can be achieved by the hierarchical structure; 2) To reduce the redundancy of the
data so that communication energy savings are realized, Cluster Heads will aggregate the data 3) Energy
consumption can be balanced by reassigning the CHs and the sinks and adjusting the routing in the network by
re-clustering in uniform time intervals.

Heinzelman et al. [18] develop a cluster-based data aggregating routing protocol Low Energy Adaptive
Clustering Hierarchy (LEACH). In LEACH, a single-hop Cluster head-to-sink connection is assumed and the
randomized rotation of Cluster Heads is adopted to ensure a balanced energy consumption.

LEACH (Low-Energy Adaptive Clustering Hierarchy), a clustering-based protocol that utilizes randomized
rotation of local cluster base stations (cluster-heads) to evenly distribute the energy load among the sensors in
the network. LEACH uses localized coordination to enable scalability and robustness for dynamic networks, and
incorporates data fusion into the routing protocol to reduce the amount of information that must be transmitted
to the base station. Simulations show that LEACH can achieve as much as a factor of 8 reduction in energy
dissipation compared with conventional routing protocols. In addition, LEACH is able to distribute energy
dissipation evenly throughout the sensors, doubling the useful system lifetime for the networks we simulated.
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Disadvantage
These assumptions may not provide guarantee to network connectivity.

Younis and Fahmy [19] proposed a hybrid energy-efficient distributed clustering routing (HEED) protocol
where the probabilistic selection of the cluster head is based on their remaining energy and the addition of
sensors into the clusters such that the communication cost is minimized. A multihop connection between the
CHs and to the sink is assumed in HEED.

HEED (Hybrid Energy-Efficient Distributed clustering), which has four primary goals: (i) prolonging network
lifetime by distributing energy consumption, (ii) terminating the clustering process within a constant number of
iterations/steps, (iii) minimizing control overhead (to be linear in the number of nodes), and (iv) producing well-
distributed cluster heads and compact clusters. HEED does not make any assumptions about the distribution or
density of nodes, or about node capabilities.

Liu et al. [20] suggested a distributed energy-efficient protocol known as EAP. In EAP, the selection of the
cluster head is based on its ratio of the remaining energy to the average remaining energy of all the neighbor
sensors within its cluster range. The Cluster heads are chosen based on a sensors’ own remaining energy in
EAP. To extend the network lifetime, the idea of “intracluster coverage” which allows a partial set of sensors to
be active within clusters while maintaining an expected coverage is introduced by EAP.

11l. PROPOSED SYSTEM

The Proposed System is a System which uses the particle swarm optimization heuristic algorithm to select
the Cluster heads in various clusters formed by the large number of nodes. The cluster heads are selected based
on the factors such as Energy, Density and Mobility. The node with the highest energy, density and lowest
mobility is elected as the cluster head for that particular cluster and the nodes in that cluster gets informed about
the cluster head. The nodes will collect the data from the deployed region and forward the data to the cluster
head instead of base station and further the data is aggregated by the cluster head from all the nodes of that
cluster and forwarded to the base station through the Gateways. The following are some of the advantages of the
proposed system.

»  Simple to understand and implement

. Convergence at the faster rate

«  Adaptive towards the failure of any sensor node in the network.

A System Architecture

The structure and behavior of a system are defined in the System Architecture. An architecture description is
organized in a way to support reasoning about the system’s structural properties and it provides a formal
description of a system. It provides an overview from which products can be produced, and it defines the system
components or building blocks and the systems developed, which will work together in the implementation of
the overall system. The System architecture is shown below.

( )

Wireless sensor

(. J

Dividing entire network )

( )

\ Selection of head nodes |

( )

\ Data gathering at sensor )

( )

Modeling the network

|\ J

Fig 2 Architecture
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Main Modules are:

Network setup

Clustering

Selection of cluster head

Data transmission to Base Station

Network Setup

Large numbers of sensors are placed in the wireless sensor networks at remote places in order to
gather the data from the clients to transfer to the destinations known as sinks. The sensor nodes are provided
with the limited battery where its energy drains up to send the data to destination. All the nodes, Cluster heads
and the sinks should have proper communication through the network.

Clustering

As there are large number of sensors with limited energy, in order to have the energy efficiency the
sensor nodes are divided into various clusters based on the energy obtained by them in order to select any one
node from each cluster as cluster head to perform the data forwarding function on behalf of involvement of all
nodes.

Selection of Cluster Head

In order to optimize the energy among the nodes the nodes are grouped into various clusters. In
Clusters the energy obtained by the nodes are compared with each other node using the particle swarm
optimization technique. The node with the highest energy is elected as the cluster head of that particular cluster.
The cluster head gathers all the data from its cluster’s nodes, aggregates and forwards to the sink nodes through
the network.

Transmission of Data to Base Station

Sink Nodes are the destination nodes which are placed at a suitable distance from the cluster heads.
The sink nodes receives the data from the clusters heads and acknowledges for receiving the data where there is
no involvement of each node with the sink node. Hence the energy obtained bu the nodes are effectively
optimized.

IV. SIMULATION RESULTS
Scenario 1:
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Fig 3 Communication between nodes and base station

The above scenario shows the sending of aggregated data from head node to the base station.
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The above scenario shows sending message between sensor node 32 to cluster head 10
Scenario 3:
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Fig 6 Packet drop
The above scenario shows the drop of packet graph

V. RESULTS AND CONCLUSION

The Proposed System is a System which uses the particle swarm optimization heuristic algorithm to select the
Cluster heads in various clusters formed by the large number of nodes. The cluster heads are selected based on
the factors such as Energy, Density and Mobility. The node with the highest energy, density and lowest mobility
is elected as the cluster head for that particular cluster and the nodes in that cluster gets informed about the
cluster head. The nodes will collect the data from the deployed region and forward the data to the cluster head
instead of base station and further the data is aggregated by the cluster head from all the nodes of that cluster
and forwarded to the base station through the Gateways. The following are some of the advantages of the
proposed system, Simple to understand and implement, Convergence at the faster rate, Adaptive towards the
failure of any sensor node in the network. In future scope this system can also be implemented with ant bee
colony technology.
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