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ABSTRACT : With the improvements in the processing capabilities of machines, the use of artificial 

intelligence (AI), also called machine intelligence, is becoming widespread for processes that are thought to 

require "intelligence". Machine learning (ML), one of the sub-topics of artificial intelligence, which is 

frequently mentioned recently, continues its development. Feature selection in machine learning process is of 

serious importance for various reasons such as generalization performance, working time requirements, 

constraints related to the problem, cost and interpretation problems. In addition, feature selection methods have 

become more important especially for the purposes of creating simpler and more understandable models and 

increasing the predictive performance for the big data structures that are frequently encountered today. In this 

study, the most commonly used feature selection methods were examined and it was aimed to provide 

information to researchers and academicians who want to work on this subject by getting review literature. The 

developments, advantages and disadvantages of feature selection from past to present have been examined. In 

addition, an application study was carried out to determine the variables (features) affecting the incontinence 

status of children by using machine learning techniques on pediatric urology data, estimation of urinary 

incontinence in children, predictive performance and to investigate the effects of some feature selection methods 

on predictive performance. 
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I. INTRODUCTION 
Feature selection, also known as variable subset selection in machine learning and statistical science, is 

the process of selecting a subset of related properties (variables, predictors) for use in model making. 

 Feature selection techniques are used for four reasons: 

 Simplify models to facilitate interpretation [1], 

 Shorten training times, 

 Dimensionality reduction, 

 Eliminating overfitting status,  

 Reducing variance [1] 

Feature selection techniques should be distinguished from feature extraction. Feature extraction creates 

new features from the functions of the original features, while feature selection returns a subset of the features. 

Feature selection techniques are used in areas with many features and in relatively few samples (or data points). 

 

1.1. Literature review 

As a result of their study, Jain et al. reported that the sequential forward floating selection (SFFS) 

algorithm proposed by Pudil and others, relatively better than other algorithms tested. Using four different tissue 

models, they investigated an optimal feature selection problem set for land use classification based on SAR 

satellite images. They applied feature selection process for pooling features derived from different tissue models 

[3]. 

In his study, Hall et al. discussed the problem of feature selection for machine learning with a 

correlation-based approach.  He argued that good feature sets contain features that are highly related to the class 

but unrelated to each other. Hall stated that Correlation based Feature Selection (CFS) is an algorithm that 

combines this evaluation formula with an appropriate correlation measure and an intuitive search strategy [4]. 
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Hall et al. stated that filters are more practical than packages when applying the feature selection 

process to large databases. In these studies, a fast, correlation-based filter algorithm that can be applied to 

problems with continuous and discrete type data is explained. Naive Bayes reports that the algorithm performs 

as well as the well-known ReliefF attribute estimator when used as a preprocessing step for sample-based 

learning, decision trees, locally-weighted regression and model trees. They say that ReliefF chooses more 

variables because it reduces the data size by fifty percent in most cases. They also noted that decision and model 

trees created from preprocessed data are usually smaller [5]. 

Watson et al. introduced feature selection algorithms for SVMs in their articles. They have developed a 

new method. The resulting algorithms have been shown to be superior to some standard feature selection 

algorithms, both in toy data and in real-life problems such as facial recognition, pedestrian detection, and 

analysis of DNA microarray data [6]. 

In the articles of Lui and Yu, they investigated the topic of feature selection, current feature selection 

algorithms for classification and clustering. They grouped and compared different algorithms with a framework 

that categorized them based on search strategies, evaluation criteria, and data mining tasks. An illustrative 

example is presented to show how existing feature selection algorithms can be integrated into a meta algorithm 

that can take advantage of individual algorithms [7]. 

In his study, Uguz used two-stage feature selection and feature extraction to increase text classification 

performance. In the first stage, each term in the document is listed according to their importance for 

classification using the Information Gain (IG) method. In the second stage, genetic algorithm (GA) and principal 

component analysis (PCA) feature selection and feature extraction methods were applied to the terms sorted in 

descending order and size reduction was performed. Thus, less important terms during text categorization are 

ignored and feature selection and subtraction methods are applied to terms that have the highest importance [8]. 

Chandrashekar et al. reports that there are many feature selection methods available because there are 

hundreds of variables with very high characteristics in the literature. They explained that the benefits of feature 

selection methods are to reduce computation time, improve predictive performance, and better understand data 

in machine learning or pattern recognition applications. The aim of their work is to provide a general 

introduction to variable elimination that can be applied to various machine learning problems. Focusing on 

Filter, Wrapper and Embedded methods, they applied some of the feature selection techniques to standard 

datasets to demonstrate the applicability of feature selection techniques [9]. 

Barlaud et al. applied a feature selection process for biological variables in order to increase the 

accuracy performance of the controlled classification on large data in multi-dimensional space and to decrease 

the cost of processing [10]. 

 

II. FEATURE SELECTION METHODS 
Feature selection is defined as the selection of the best subset that can represent the original data se. 

This process aims to reduce the number of features in the dataset, reducing the size of the data, by selecting the 

most useful and most important features for the problem of interest. A feature selection algorithm can be seen as 

an evaluation measure that scores different feature subsets with the combination of a search technique to suggest 

new feature subsets. The simplest algorithm is to test each subset of its variables that minimize the error rate. 

The selection of the evaluation metric significantly affects the algorithm. Feature selection methods are defined 

in three main categories; wrappers, filters and embedded methods. 

 

2.1. Wrapper Method 

Unlike filter approaches, Wrapper methods evaluate variable subsets that allow to detect possible interactions 

between variables [11]. Two main disadvantages of these methods: 

 When the number of observations is insufficient, the risk of compatibility increases. 

 When the number of variables is high, the processing time is extended. 

 

 
Fig.1. Wrapper method process flow chart 

 



American Journal of Engineering Research (AJER) 2020 
 

 
w w w . a j e r . o r g  

w w w . a j e r . o r g  

 

Page 35 

Wrapper methods use a predictive model to score feature subsets. Each new subset is used to train a 

model tested in a hold-out set. Counting errors (error rate of the model) in this trial set gives a score value for 

this subset. Since Wrapper methods train a new model for each subset, they are quite affordable but not always 

performing well. 

 

2.2. Filter Method 

Filter-type methods choose variables regardless of model. They are based only on general features, 

such as correlation with the predicted variable. Filter methods eliminate variables that are least related to the 

dependent variable (output) [12]. Filter methods tend to choose unnecessary variables, since they do not take 

into account the relationships between the independent variables. 

 

 
Fig. 2. Filter method process flow chart 

 

Filter methods use a proxy measurement instead of an error rate to score a subset of variables. This 

measure is used especially to calculate the usefulness of the variable set. Common criteria include mutual 

information [13], mutual information from a point [14], Pearson correlation coefficient, Relief-based algorithms 

[15] and in-class distance or significance test scores for each class / variable [16]. 

Filters generally need to calculate less than wrapper methods, but they produce a set of variables that 

are not adjusted for a particular prediction model [17]. This lack of adjustment means that a variable adjusted 

from a filter is more general than that set with a wrapper, and usually gives lower predictive performance than a 

wrapper. Also the variable set does not contain the assumptions of a prediction model therefore more useful for 

revealing the relationships between the variables. Many filters provide a variable order instead of a clear best 

variable subset, and the breakpoint in the order is selected through cross-validation. Filter methods are also used 

as a pre-processing step for wrapper methods, which allows a wrapper to be used for larger problems. Another 

popular approach is the Recursive Feature Elimination (RFE) algorithm, which is often used with the Support 

Vector Machine (SVM) to create a pattern and remove low-weight variables [18]. 

 

2.3. Embedded Method 

Recently embedded methods have been proposed that try to combine the advantages of both methods. 

A learning algorithm takes advantage of its own feature selection process and simultaneously performs feature 

selection and classification. 

 

 
Fig. 3.Process Flow Chart of the Embedded Method 

 

Embedded methods are a group of techniques that cover everything that makes the choice of variables 

as part of the modeling process. An example of this approach is the LASSO method used to create a linear 

model that punishes regression coefficients with an L1 penalty and draws most of them to zero. Any variable 
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with non-zero regression coefficient is selected by the LASSO algorithm. Bolasso [19], the Lasso prediction 

model associated with Bootstrap, which is among the improvements of LASSO, features FeaLect [20], which 

scored all the features based on the integrative analysis of LASSO's L1 penalty and the L2 penalty of the Ridge 

Regression, and the integrative analysis of the regression coefficients. In terms of complexity, it is among the 

filters and the wrapper method. 

In traditional regression analysis, the most popular feature selection method is stepwise regression, 

which is the winding technique. It is an algorithm that adds (or deletes the worst variable) the best variable in 

each round. The important thing is to decide when to stop the algorithm. In machine learning, this is usually 

done through cross-validation. 

 

2.4. Subset Selection 

Subset selection evaluates a subset of variables as a group for suitability. Wrappers use a search 

algorithm to search the field of possible variables and evaluate each subset by running a model in the subset. 

Wrappers can be expensive in calculation and have a risk of memorization. Filters are similar to wrappers in the 

search approach, but rather than evaluating against a model, a simpler filter is evaluated. 

Many popular search approaches use the greedy hill climbing feature, which repeatedly evaluates the 

candidate subset of features, then replaces the subset and evaluates whether the new subset is an old 

improvement. Evaluation of subsets requires a scoring measurement that ranks a subset of variables. 

Comprehensive search is often impractical, so at the stop point set by some practitioner (or operator), the 

variable subset with the highest score discovered up to that point is selected as the satisfactory subset. Stop 

criterion varies by algorithm. Alternative search-based techniques are based on the search for targeted 

projections that find low-dimensional projections of high-scoring data, then variables with the largest 

projections in low-dimensional space are selected. 

 

TABLE I: FEATURE SELECTION ALGORITHMS 
Search Methods Other Available Filter Measurements 

Exhaustive Search 
Feature selection Base on Consistency 
 

Best First Feature selection Based on Correlation 

Simulated Annealing Class Separability 

• Posibility of Error 
• Distance Between Classes 

• Probability Distance 

• Entropy 
 

Genetic Algorithm [21] 

Forward Selection [22] 

Backward Elimination 

Particle Swarm Optimization [23] 

Targeted Projection Pursuit 

Scatter Search [24] 

Variable Neighborhood Search [25, 26] 

 

TABLE II: SOME FEATURE SELECTION METHODS AND ALGORITHMS USED IN HE 

LITERATURE 

Subject Algorithm Method Classifier Source 

SNPs Genetic Algorithm Wrapper Decision Tree [27] 

SNPs Hill Climbing Filtre + Wrapper Naive Bayesian [28] 

SNPs Simulated Annealing  Wrapper Naive bayesian [29] 

Marketing Simulated Annealing Wrapper Regression [30] 

Economy 
Simulated Annealing, Genetic 
Algorithm 

Wrapper Regression [31] 

Spectral Mass Genetic Algorithm Wrapper 
Multiple Linear Regression, 
Partial Least Squares 

[32] 

Spam Binary PSO + Mutation Wrapper Decision tree  [23] 

Microarray Tabu Search + PSO Wrapper 
Support Vector Machine, K 

Nearest Neighbors 
[33] 

Microarray PSO + Genetic Algorithm Wrapper Support Vector Machine [34] 

Microarray 
Genetic Algorithm + Iterated Local 

Search 
Embedded Support Vector Machine [35] 

Microarray Iterated Local Search Wrapper Regression [36] 

http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvTmFpdmVfQmF5ZXNfY2xhc3NpZmllcg
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvU2ltdWxhdGVkX0FubmVhbGluZw
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvUGFydGlhbF9sZWFzdF9zcXVhcmVzX3JlZ3Jlc3Npb24
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvUGFydGljbGVfc3dhcm1fb3B0aW1pemF0aW9uI0JpbmFyeSxfZGlzY3JldGUsX2FuZF9jb21iaW5hdG9yaWFs
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvTXV0YXRpb25fKGdlbmV0aWNfYWxnb3JpdGhtKQ
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvRGVjaXNpb25fdHJlZQ
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvVGFidV9zZWFyY2g
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvUGFydGljbGVfc3dhcm1fb3B0aW1pemF0aW9u
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSy1uZWFyZXN0X25laWdoYm9yc19hbGdvcml0aG0
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSy1uZWFyZXN0X25laWdoYm9yc19hbGdvcml0aG0
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSy1uZWFyZXN0X25laWdoYm9yc19hbGdvcml0aG0
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSXRlcmF0ZWRfbG9jYWxfc2VhcmNo
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSXRlcmF0ZWRfbG9jYWxfc2VhcmNo
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSXRlcmF0ZWRfbG9jYWxfc2VhcmNo
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Microarray Genetic Algorithm Wrapper K Nearest Neighbors [37] 

Microarray Hybrid Genetic Algorithm Wrapper K Nearest Neighbors [38] 

Microarray Genetic Algorithm Wrapper Support Vector Machine [39] 

Microarray Genetic Algorithm Wrapper 
All paired Support Vector 
Machine 

[40] 

Microarray Genetic Algorithm Embedded Support Vector Machine [41] 

Microarray Genetic Algorithm Hybrid Support Vector Machine [42] 

Microarray Genetic Algorithm - Support Vector Machine [43] 

Microarray Genetic Algorithm Wrapper Support Vector Machine [44] 

Alzheimer's disease  Welch's t-test Filtre Kernel Support Vector Machine [45] 

Computer vision Infinite Feature Selection  Filtre Independent [46] 

Microarrays Eigenvector Centrality FS  Filtre Independent [47] 

 

2.5. Performance Evaulation 

The Confusion Matrix contains information about the actual and predicted classifications made by a 

classification system. The performance of such systems is usually evaluated using the data in the matrix [48]. 

Accuracy, ACC, and F1 Score, which are widely used in our study, are a method of success assessment. 

 

TABLE III: CONFUSION MATRIX 

 
Real Result 

1 0 Success (%) 

P
re

d
ic

t 1 TP FP Precision Score 

0 FN TN Negative Predictive Value (NPV) 

 
Recall Score, Sensitivity Specificity Accuracy (ACC) 

 

ACC = (TP + TN) / (TP + TN + FP + FN) 

Precision = TP / (TP + FP) 

NPV = TN / (TP + FP) 

Recall = TP / (TP + FN) 

Specificity = TN / (FP + TN) 

F1 Score = 2(Precision*Recall)+ (Precision+Recall) 

The ROC (receiver operating characteristic) curve is a graphical representation of the diagnostic 

capability of the binary classification system. AUC (Area Under Curve) shows the classification performance of 

the installed model and takes a value between 0 and 1. AUC value close to 1 means that the classification 

performance of the model is high [49]. 

 

III. MATERIAL AND METHOD 
Machine learning algorithms were used to determine the factors affecting the sales of vehicles using the 

82 variable data set of 2549 used cars between 01/06 / 2015-01 / 06/2019 on a famous website for used car 

sales. During this process, the performances of the prediction models, which are established by using Backward 

Elimination, Stepwise Selection, Forward Selection and Feature Selector methods, which are among the feature 

selection methods, were compared. The data set has undergone data preprocessing steps, such as SMOTE, 

which is a stratified sampling and data replication technique to prevent missing observation analysis, correlation 

analysis and data imbalance. The data ready for machine learning was modeled with 4 different feature selection 

methods and success rates were compared. 

 

3.1. Backward Elimination Method 

While determining whether the variables affect the dependent variable, it performs elimination 

according to the calculated p values (threshold = 0.05). In each iteration, the variable with the highest p value is 

eliminated and this iteration process continues until all the ones with p value greater than 0.05 are eliminated. 

 

3.2. Forward Selection Method 

While determining whether the variables affect the dependent variable, it performs the selection 

process according to the calculated p values (threshold = 0.05). In each iteration, the variable with the smallest p 

value is selected, and this iteration process continues until all of those with a p value less than 0.05 are selected. 

 

http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvSHlicmlkX0dlbmV0aWNfQWxnb3JpdGht
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvQWx6aGVpbWVyJTI3c19kaXNlYXNl
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvV2VsY2glMjdzX3QtdGVzdA
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvQ29tcHV0ZXJfdmlzaW9u
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9pdC5tYXRod29ya3MuY29tL21hdGxhYmNlbnRyYWwvZmlsZWV4Y2hhbmdlLzU2OTM3LWZlYXR1cmUtc2VsZWN0aW9uLWxpYnJhcnk
http://www.wikizero.biz/index.php?q=aHR0cHM6Ly9pdC5tYXRod29ya3MuY29tL21hdGxhYmNlbnRyYWwvZmlsZWV4Y2hhbmdlLzU2OTM3LWZlYXR1cmUtc2VsZWN0aW9uLWxpYnJhcnk
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3.3. Stepwise Selection Method 

Forward-Backward mixture method. While determining whether the variables affect the dependent 

variable, it performs selection by Backward and selection by Forward according to the calculated p values 

(threshold = 0.05). In each iteration, the variable with the largest p value is eliminated, the variable with the 

smallest p value is selected, and this iteration process continues until all the ones with p value greater than 0.05 

are eliminated. 

 

IV. RESULTS 
30 of the 82 variables in the raw data correlated with each other. Feature Selection methods were 

applied to the remaining 52 variables. 

The number of variables after applying the Backward Elimination Method is 28. The following 

variables have been found to affect the sales status of the vehicle: 

Starting price, Model year, Gear Type, Fuel Type, 2 Vehicle Keys Available (Total), Hill Start Assist, 

Electric Mirror, Fog lights, Cruise control, Functional Steering, Headlight Washer, Glass Ceiling - Sky Dome, 

Floor, Radio with CD Player, Mapped Navigation Device, Radio - Cassette Player, Central locking, Bonnet, 

Left Front Fender, Left Front Door, Left Rear Door, Left Rear Fender, Luggage, Right Front Fender, Right 

Front Door, Right Rear Door, Right Rear Fender, Ceiling. 

The number of variables after applying the Forward Selection Method is 24. The following variables 

have been found to affect the sales status of the used vehicle: 

Model year, Starting price, 2 Vehicle Keys Available (Total), Hill Start Assist, Parking Assistant, 

Bonnet, Fuel Type, Gear Type, Fog lights, Cruise control, Heated Seat, Left Front Fender, Mapped Navigation 

Device, Radio with CD Player, Right Front Fender, Headlight Washer, Left Rear Fender, Electric Mirror, Glass 

Ceiling - Sky Dome, Floor, Functional Steering, Arrow Display Navigation Device, Right Front Door, Left 

Front Door. 

The number of variables after applying the Stepwise Selection Method is 21. The following variables 

have been found to affect the sales status of the used vehicle: 

Model year, Starting price, 2 Vehicle Keys Available (Total), Hill Start Assist, Bonnet, Fuel Type, 

Gear Type, Fog lights, Cruise control, Left Front Fender, Mapped Navigation Device, Radio with CD Player, 

Right Front Fender, Headlight Washer, Left Rear Fender, Electric Mirror, Glass Ceiling - Sky Dome, Functional 

Steering, Floor, Right Front Door, Left Front Door. 

In the data set where 3 different feature selection methods are applied, the algorithm that gives the 

highest success is given in the table below. The data set is divided into two as 70-30% education and test data. 

The number of units in the training data is 985 and 423 in the test data. 

 

TABLE IV: FEATURESELECTION APPLICATION RESULTS 
 Backward Elimination Method Forward Selection Method Stepwise Selection Method 

Algorithm XGBClassifier XGBClassifier RandomForestClassifier 

Separation Rate 80/20 

Education Data 2039 

Test Data 510 

Accuracy 0,817647059 0,837254902 0,833333333 

Confusion Matrix 
Real Result 

1 0 1 0 1 0 

Prediction Status 
1 102 55 116 41 110 47 

0 38 315 42 311 38 315 

Result 1 (Recall) 0.8924 0.8810 0.8924 

Result 0 0.6500 0.7400 0.7890 

Precision 0.8514 0.8835 0.8702 

F1 score 0.8714 0.8823 0.8811 

Roc Auc Score 0.7710 0.8099 0.7965 

Note: 0; “no sale”, 1; “sold”. 

 

V. CONCLUSION 
While testing the feature selection methods in the application, after using all relevant machine learning 

algorithms, the result of the algorithm with the highest results was taken into consideration. According to the 

results of the application, the success rate of the Stepwise Selection method was slightly higher than the 

Forward Selection and Feature Selector methods, and a significantly higher success rate than the Backward 

Elimination method. In addition, the highest success rate has been achieved with the Support Vector Classifier 

algorithm, but this rate is affected not only by the algorithm but also by the method of selecting variables. 

Therefore, it should not be overlooked that feature selection methods can give different results with different 
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data sets and algorithms. While conducting such studies, the methods with the highest success should be 

preferred by trying more than one feature selection method. 
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