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ABSTRACT: The one of most important research interest in computer vision is an object discovery which is a 

method to detect immovable and movable objects from fixed cameras. This review paper explains many currents 

of detection methods. The object detection depends on several factors such as speed and accuracy. However, 

Template matching methods (TMM), Point feature matching methods (PFMM), Deep learning methods (DLM), 

Dense features methods (DFM), and Shape matching Methods (SMM)were discussed and reviewed, as well as 

evaluation of using different parameters, unobservable background and locative approach are also talked over. 

This review paper could be effective to give a help and to be best guide to choose suitable method of object 

detection. 
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I. INTRODUCTION 
Every year a lot of photos are attached on the web which are not easy to understand their content, 

therefore, to know all objects that are depicted is very important. [1]. Object detection is a computer technology 

related to computer vision and image processing that deals with detecting instances of semantic objects of a 

certain class in digital images and videos. Well-researched domains of object detection include face detection 

and pedestrian detection [2]. Most of studies were concern about specific object detection, such as vehicle [3-9] 

lane marking [10-14] pedestrian [15] and human face [16]. In many occasions object detection should be made 

in a dynamic scene. which is means object and sensor are both keep in moving. [11] A lot of detection methods 

are working well in automated surveillance systems, but aren’t effective in dynamic scenes, for example, motion 

detection and background modeling. The borders between foreground and background are rather unclear in 

dynamic scenes. [14] An effective detection such as algorithm must be real-time in many applications. Anyway, 

several detection methods with high computation complexity are hard to be used in practice, for example optic 

flow. So, the main stream of published methodologies takes out numerous topographies of the exact object to 

create assumption of the probable goals, such as horizontal/vertical edges [5,11,14] symmetry [8,15] corners [3] 

texture [7,13] and color [4,9].These above mentioned methods are facing some difficulties of low- level image 

feature, which present in object area and background area. Thus, raised up the rate of error positive detection 

[17] 

Generally, in two dimension(2D) and three dimension(3D) scenes, objects are characterized with 

typical CAD or object’s three-dimension re-establishment and discovery of this certain object instance in the 

scenes taken with RGB/RGBD or a depth camera. The process of detection thinks through defining place of the 

object in the input image, typically indicated by the bounding box. Nevertheless, 6DOF pose is required in 

several cases which is works as robotics and device vision due to the high dimensionality of the exploration 

space (Conse- quently)making a problem and represented a challenge in its localization evaluation [17]. On the 

other hand, previous literature stated that the different between detection and recognition of an object. Herein, 

detection of objects gives a random estimation toward of its location and size by presence of an object in a given 

image. While recognition is expected to be the method of identifying and validating detected objects. Herein 

also, we can discover categorization problem, where the objective was assumed to detect objects into certain 
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classes. Commonly, objects are recognized by their overall shape, because of shape is a natural property of 

several compound's structures, there for it was used as a clue to detect and recognize objects [18]. It is easy to 

recognize and locate the shape of objects by people’s eyes [19]. Furthermore, there are several motivations for 

using features rather than the pixels directly. The method of object detection under classifies images depends on 

value of their features, which are acting to encode ad-hoc domain knowledge that is not easy to use a limited 

amount of preparation data. Whatever, the feature based system operates much faster than a pixel-based system. 

Form otivation features [20]. This review paper aim to study current research that were done in the area of 

object detection and recognition, in order to facilitate the discussion about the methods and ideas of various 

research works. 

 

Template Matching Methods (TMM) 

 The template matching methods (TMM) is one of the earliest techniques applied to object detection of 

images. An object is represented by a set of templates that capture possible global object appearances 

exhaustively [21]. Furthermore, it is a technique in processing for finding small parts of an image which match a 

template image. It can be used in manufacturing as a part of quality control way to navigate a mobile robotor as 

a way to detect edges in images. [22] As computers come to be more rapidly and equipped with more memory, 

template-based methods were developed in popularity. Now days it is not uncommon to keep many of templates 

per object, thus capturing appearance variations exhaustively. Estimating only a subset of the potential 

transformations was measured in the restricted context of Template Matching under 2D translation. Alexeetal. 

derive an upper bound on appearance distance, given the spatial overlap of two windows in an image, and use it 

to bound the distances of many window pairs between two images. Enhancement data structures using special 

SSE hardware instructions has been studied for accelerating memory access as an accurate technique for 

matching template [23,24], by this way, quite a lot of templates could be match the real-time. On the other hand, 

the performance is estimated to reduce noticeably for huge object databases, subsequently the complicated time 

is going to be linear in the number of loaded templates. [25]. Fuhetal. [26] proposed an affine image model for 

motion estimation, between images which have undergone a mild affine deformation. They exhaustively search 

a range of the affine space. A new methods called machine learning which is an extension to this work was 

introduced by Rios-Cabrera et al. [25]. Recent top-performing object detectors on generic datasets, such as PAS- 

CAL [27] and Image Net [28], employ detection proposals to guide the search for objects, thus avoiding the 

exhaustive sliding window search over the whole image. The main challenges in the template matching task are; 

occlusion, detection of non-rigid transformations, illumination and background changes, background clutter and 

scale changes.[29]. An example of object detection by using template matching methods was presented in Fig. 

1.  

 
Figure 1. Detected chairs around a table were illustrated with different colors. Vock et al [30] 

 

Shape Matching Methods (SMM) 
 Shape matching or shape registration was the basis for most computer vision techniques, such as image 

segmentation, pose estimation, and image retrieval, to name only few of them. As a consequence, a multitude of 

researches on shape matching method were done previously, [31 -34]. The purpose of using the shape matching 

methods was to shown the object shape by relative relationships between 2D or 3D shape features as explained 

in Figure 2, either by using the local neighborhoods or over the whole image globally. the object is usually 

shown by a group of feature descriptors. Hypotheses of detection are based on finding of correspondences 

between the training descriptors and the descriptors gained from an examine image.  

https://en.wikipedia.org/wiki/Template_matching#cite_note-4
https://en.wikipedia.org/wiki/Template_matching#cite_note-5
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Figure 2. Topologically-Robust 3D Shape Matching Based on Diffusion Geometry and Seed Growing. Sharma 

et al [ 35] 

 

 The Hough-style voting could be used for validation correspondences. This classification of methods 

can be observed as operating bottom-up and is in principle based on local appearance features same as the 

traditional detection methods [36]. For example, Carmichael and Hebert [37] employ weak classifiers using 

neighborhood features at various radii for detecting wiry objects like chairs and ladders. Most of the above 

methods based on shape target and object category recognition, while others objective at instance detection of 

rigid objects. Opposite to that, the methods that perform recognition in basis of shape information attempt to 

capture a global structure of isolated edge or silhouette features. Most of approaches obey the classic explicit 

shape representations given by points that can be connected by lines or higher order curve segments for 

construct the shape. A very Published shape matching method working on such representations is the iterated 

closest point (ICP) algorithm [38], at which by taking a closer look in Section 2. An alternative to explicit shape 

models emerged in the form of implicit representations by means of level sets [39,40] previously, Beis and 

Lowe [41] detects the object's straight edges and groups them if co-terminating or parallel. For co-terminating 

lines, such as, the descriptor is made up of the angles between edges and their relative lengths. This reduces the 

complexity of search at the expense of limiting the type of objects that can be handled. By going back to second 

dimension, instead of showed a 2-D shape by the points on its contour, the contour is constituted implicitly by 

the zero-level line of a 2-D embedding function. Level set methods enjoy great popularity in the context of 

image segmentation with active contours. Recent methods in this field was improved the results by integrating 

the knowledge of previously learned shapes [42], skeletons derived using Blum's medial axis transform [43], or 

directly matched using dynamic programming. Despite silhouettes are easy and effective for compression, but 

are limited as shape descriptors for general 3D objects due to they ignore internal contours and are not easy to 

isolate from real images. Other studies [44, 45] treat the shape as a set of points in the 2D image, isolated using, 

say, an edge detector Ferrari et al. [46] use a finding the path in the network which best resembles the model 

derived from hand drawn contours. Starting from one base edge let, that matches a regarding model edge let, the 

contour is iteratively extended according to the relative orientations and distances between examine edge lets 

and the model's edge lets. Extending the contour and backtracking are iterated until the contour matching is 

finish or the path reach to a dead end. When breaks in the edge map cannot be bridged, partial contours are 

detected and combined in a hypothesis estimation post process. Lately, Damen et al. [47] reported a scalable 

method depend on a tractable isolation of constellations of edge lets (i.e. short line segments) with library 

lookup by using descriptors, which are invariant to translation, rotation and scale changes. The approach learns 

object views in real-time, and is generative enabling more objects to be learnt without using of re-training. 

During testing, a random sample of edge let constellations was tested for the presence of known objects. same 

method was reported by Tombari et al. [48]. Instead of tracing constellations under predefined angles, as is done 

in [47], they group neighboring line segments aggregated over limited spatial supports, which is might be rise 

the robustness to background clutter and object occlusion. Many of the methods depend on shape-based rely on 

edges which are commonly computed via standard edge detectors such as Canny. This is mainly because of their 

speed of computation is relatively high, and also due to the lack of alternatives.  
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Methods Based on Dense Features ( DFM ) 

 Another method is depending on dense feature could be successfully use when the depth information 

permits for a richer explanation of local zone. As was discussed before, local 2D features are not discriminative 

enough in the case of texture-less objects. Recently, top-performing methods on the dataset of Hinterstoisser et 

al. [49] was introduced by Brachmann et al. [50] and Tejani et al. [51], which are generally help in object 

detection of texture -less. However, the methods of dense features have classified as bottom–up methods here, 

expectation of production detection can be involved every pixel. A descriptor of local patch surrounding the 

pixel or simple measurements in the local pixel's neighborhood are used for this purpose. Sun et al. [52] and 

Gall et al. [53] used a generalized Hough voting scheme, where all pixels cast a vote in a quantized prediction 

space parameterized by 2D object center and scale. Their methods were shown able to predict coarse object 

poses. A similar study was done by Brachmann et al. [50] reported that methods can be useful to texture-less 

objects. This type of Methods is integrally forceful to stop up, which was studied by Tejani et al. [51]. They are 

get used to the state-of-the-art template matching feature into a scale-invariant local patch descriptor as 

described by Hinterstoisser et al. [24]. Furthermore, every investigation patch self-sufficiently elections for an 

object and its 3D pose via randomized Hough trees and the best elected for object detection is to be 

accompanied with a detail of occlusion map. Fig 3. (C) explain method based on dense features which was 

studied by Veksleret al. [54] 

 
Figure 3. Explain methods based on dense features which include original image, positive and negative cues, 

and dense features as indicated in (a), (b) and (c) respectively 

 

Deep Learning Methods (DLM) 
 Deep learning methods is one of current performance enhancement by a lot of computer vision which 

is came from convolutional neural networks (CNN). Identification object and 3D pose are both could be capture 

well by object descriptors through CNN. [55] Deep learning is part of a broader family of machine learning 

methods based on learning data representations, as opposed to task-specific algorithms. Learning can be 

supervised, semi-supervised or unsupervised. [56,57] The similarity and dissimilarity between the resulting 

descriptors has estimated through the Euclidean distance. The learnt descriptor was shown to simplify to 

unknown objects. The technique was shown simplify unknown objects by using a descriptor and successfully 

work well with RGB or RGB-D images as shown on the dataset of Hinterstoisser et al. [49]. Deep learning 

models are vaguely inspired by information processing and communication patterns in biological nervous 

systems yet have various differences from the structural and functional properties of biological brains 

(especially human brains), which make them incompatible with neuroscience evidences. [58,59,60]. As though, 

only regions containing the objects to be detected was used as input method instead of testing full image. Held 

et al. [61] display that convolutional neural systems outperforms state-of-the-art methods for recognizing 

textured and texture-less objects from innovative points of view, even when trained from just a single image per 

object. In recent year, convolutional neural networks can be more practically in learning how to make a different 

between rendered and observed images, even though being robust to occlusion and problematical sensor noise 

as reported by Krull et al. [62]. It was noted that CNN can be used with object of vastly different shapes, 

different background and appearances. 
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Figure 4.Schematic diagram of different construction of deep learning algorithms 

 

Point Feature Matching (PFMM) 

 Image matching is an effective method to detect a specified target in computer vision. Feature point 

matching is the most familiar method comparing to others kinds of image matching. Many factors such as object 

occlusions, lighting conditions and noises can influence its matching result. [63,64]. Feature point matching 

algorithms is, easy speaking, based on comparing and analyzing point correspondences between the reference 

target image and the cluttered scene image. the algorithm of this method is classified to three types which are: 

area based method (ABM), feature based method (FBM) and structure based method(SBM). On the other hand, 

point feature is also valuable serving enhance video stabilization. as explained in fig.5 the system toolbox 

detects interest points in two sequential video frames using corner features (top); the putative matches are 

determined with numerous outliers (bottom left), and outliers are removed using the RANSAC method (bottom 

right).To obtain this, it commonly follows the following stages: Reading frames, Identify salient points, 

Corresponding points and accurate correspondence [65]. 

 
Figure 5. Feature-based registration, used for video stabilization 
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II. CONCLUSION 
 This review paper was covered some important and current methods of object detection, including their 

positives and negatives, with special intentions on the recent inclinations in this field The standards for 

performance comparison of these methods are also highlighted in addition to tests of these methods on standard 

levels. we also reviewed the multidisciplinary applications of detection in various domains like, environment 

and technology. Furthermore, evaluation of using different parameters, unobservable background and locative 

approach are also reviewed. We hope that this review paper will assist as a comprehensive and imaginative 

study on community detection and its applications that will help the researchers and technologists to quickly 

become familiar with the most important aspect of this field. 
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