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ABSTRACT : Voice over Internet Protocol (VoIP) networks are converged information superhighway systems 

for transporting multimedia traffics, such as: voice, video and data traffics. In the quest to optimize the Quality 

of Service (QoS) of these networks, many schemes have been proposed to address the needs of both real-time 

and non real-time traffic flows. In most of the schemes, low latency and packet loss to the streaming flows as 

well as fair resource utilization are guaranteed only if the rate of the real-time traffic flow is a small fraction of 

the link capacity. Again, earlier solutions to the QoS challenges of VoIP networks have been focused on giving 

precedence to voice traffic at the expense of time-sensitive business/mission critical data (B/MCD) traffics. This 

work therefore investigates the contributions of delay and packet loss impairment factors to the overall quality 

degradation of VoIP networks. It proposes an optimized voice and B/MCD fair and priority traffic scheduler for 

constrained-bandwidth VoIP networks. The scheduler incorporates mechanisms to achieve a graceful trade-off 

between priority and fairness to all traffics. Riverbed (OPNET) Modeler was used to validate the proposed 

architecture. Simulation results obtained show that the proposed architecture guarantees good mouth-to-ear 

delay and packet loss probability. 
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I. INTRODUCTION 

 Voice over Internet Protocol (VoIP) networks are emerging converged information super-highway 

systems for transporting multimedia traffics (comprising voice, video and data traffics). These traffics are 

broadly classified as real-time and non real-time. Real-time traffics (such as voice) as well as business/mission 

critical data ((B/MCD), such as real-time online purchases, security alerts, bank transfers, weather forecasts, 

remote/emergency environmental monitoring, disaster alerts, military commands, remote industrial control 

systems, and so on) are delay sensitive and require small but assured amount of bandwidth, low delay, low jitter 

and low packet loss. Data applications (non real-time traffics) such as e-mail, World Wide Web (WWW), File 

Transfer Protocol (FTP), and so on, need more bandwidth, but can tolerate the delay and jitter impairments [1, 

2]. By segregating network traffic into different classes and applying different forwarding treatments, a wide 

range of throughput, loss and delay performance can be achieved [3]. The major quality of service (QoS) 

impairment factors in VoIP networks include bandwidth limitation, delay (latency), jitter (delay variation) and 

packet/frame loss [4, 5, 6]. These factors are typical performance metrics of computer networks and are used in 

defining QoS. 

 This work addresses the effect of delay and packet/frame loss on the perceived voice quality in 

constrained-bandwidth VoIP networks. The dominant causes of delay in packet networks are fixed propagation 

delays on wide area links and variable queuing delays in switches and routers. Since propagation delays are a 

fixed property of the network topology, overall delay and jitter are minimized when the variable queuing delays 

are minimized. Furthermore, if queues remain short relative to the buffer space available, packet loss is also kept 

to a minimum. 

 Owing to the fact that no single scheme can effectively solve these transmission (voice quality) 

impairment factors [7], a hybrid scheme is hereby proposed. The proposal models an approach of adaptively 

evaluating and policing incoming Internet Protocol (IP) flows as well as classifying and mapping different 
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traffic types for individual applications or users. The architecture incorporates mechanisms to achieve a graceful 

tradeoff between priority and fairness to all traffics as a solution to the transmission impairments in the evolving 

growing VoIP networks. An analytical appraisal of the developed architecture is hereby presented. 

 A critical optimal network QoS requirement demands that the offered load (ρnet =  βnet μnet ) should 

be less than 1. This implies that the arrival rate (βnet ) should not be allowed to exceed the maximum capacity 

(μnet ) of the network. The analysis ensures adequate bounding in the inbuilt Congestion Control mechanisms of 

the proposed model. Packets are transmitted in one domain (or Service Provider) via two links. The dedicated 

transmission link services the reserved flow of voice or B/MCD that has an upper bound rate that is equal to 

γ bits/second in the Token Bucket module while the shared transmission link services the flow regulated by the 

weighted round robin (WRR) scheduler from the Differentiated Services (DiffServ) module. This implies that 

the average delay and packet loss encountered by traffic flows in each domain are accounted for by these links. 

Riverbed (OPNET) modeler [8] was used to simulate the performance of the proposed scheme. To implement 

the architecture, an Internet Service Provider’s (ISP’s) network is configured accordingly. 

 

II. EARLIER PROPOSALS 
 Earlier related works in optimizing the QoS of a VoIP network have been focused on traffic-scheduling 

algorithms to ensure either minimum traffic delay constraints or fair resource sharing to all applications running 

on the network [9]. A QoS-guaranteed network normally differentiates between different types of traffic and 

provides different treatments to the traffics. This is made possible by using either the type-of-service (ToS) [10] 

bits or the differentiated services (DiffServ) [11, 12, 13, 14, 15, 16] field in the IP header, or still through the use 

of signalling protocols such as: resource reservation protocol (RSVP) [17, 18] and multi-protocol label 

switching (MPLS) [19]. Traffic identification can also be implemented by configuring network devices to 

support prioritization based on physical port, protocol, IP address, transport address or packet length [20]. 

Several queuing strategies have been proposed as solution to support the delay-constrained traffics in a best-

effort network [21, 22, 23, 24, 25]. In all these proposals however, no precedence was given to B/MCD traffic 

flows. 

 

III. METHODOLOGY 

3.1 Design of an Optimized QoS Model 

 The proposed optimized QoS architecture is an integration of several technologies. It is comprised of 

the Packet Classifier, the Token Bucket, the Differentiated Services (DiffServ) and the Weighted Round Robin 

(WRR) Scheduler modules. The hybrid architecture [9] is illustrated in Figure 1. 

 The Packet Classifier module consists of two packet classifiers. Classifier1 is used to classify the 

packets of the incoming source traffic (p) into two main classes, namely: voice (p1) and non-voice (p2) flows 

[26, 27]. Packet Classifier2 is used to classify the non-voice flows into two other classes, namely: 

business/mission-critical data (B/MCD, p3) and others (p4 - consisting of video and remaining (best effort) data 

traffics). The essence of Classifier2 is to capture and accord business/mission-critical data flows the necessary 

priority and fairness they deserve. 

 The dynamics of network traffic flow and packet distinguishing is implemented by the input service 

routine architecture, which applies traffic congestion avoidance controls [28, 29] to the incoming flows and 

places incoming packets into separate queues for subsequent processing by inspecting the type-of-service (ToS) 

[10] bits in the packet IP header. Non-preemptive priority scheduling discipline is employed for forwarding 

voice and B/MCD traffics to the Token Bucket. This implies that there is no interruption to any traffic being 

transmitted through the Bucket. Voice traffic is classified into the high priority class while B/MCD traffic is 

classified into the low priority class at the output queue. 
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Figure 1: The optimized hybrid scheduler architecture 

Legend 

β_AF, β_EF and β_BE = average input packet rate of AF, EF and BE traffics. 

ρ_AF, ρ_EF and ρ_BE = buffer size (or average queue length) for AF, EF and BE traffics. 

〖sr〗_AF, 〖sr〗_EF and 〖sr〗_BE = service rate (or queue weight) for AF, EF and BE traffics. 

 

 The Token Bucket module is used to split the incoming voice or business/mission-critical data traffic 

into two sub-flows [26]. The first sub-flow is a well shaped flow with maximum rate equal to γ bits/second 

generated by the Token Bucket. The second sub-flow is the packet (p5 - still of voice or business/mission-

critical data traffic) rejected by the Token Bucket. 

In the DiffServ module, video traffic is mapped to Assured Forwarding (AF) traffic class. Voice or 

business/mission-critical data traffic, which was rejected from the Token Bucket is mapped to the Expedited 

Forwarding (EF) traffic class. The remaining data traffic (such as email, file transfer, and so on) is mapped by 

default to the Best Effort (BE) class. 

 The WRR scheduler module is used to adaptively regulate the bandwidth utilization among the 

competitive traffic flows from the DiffServ module. The output (constrained) bandwidth is divided into two 

parts, namely: the reserved (dedicated) link and the shared link. The reserved link is used to service the specified 

portion of voice or business/mission-critical data traffic from the Token Bucket. The shared link is used to 

service the other traffics as scheduled fairly and adaptively by the WRR scheduler. 

 A structured signal flowchart describing the proposed scheduling algorithm is presented in Figure 2. 

The top-down design approach was used to define the various activities performed at every level of abstraction 

(module). 
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3.2 An Analytical Analysis of the Developed Architecture 

 The approximation method of analyzing queuing networks by decomposition [30] is adopted in this 

analysis. This strategy is considered as decomposition of the whole network or as aggregation of portions of the 

network. In the method, the arrival rate is assumed to be Poisson and the service times of network elements are 

exponentially distributed. A summary of analysis by decomposition is given in the following steps [31]: 

i) Isolate the queuing network into subsystems (such as single servers or transmission links). 

ii) Analyze each subsystem separately, considering its own network surroundings of arrivals and departures. 

iii) Find the average delay and packet-loss probability for each individual queuing subsystem, and 

iv) Aggregate all the delays and packet-loss probabilities of queuing subsystems to find the average total end-

to-end network delay and packet-loss probability. 

 

3.2.1 In The Token Bucket Module:  

 Let 𝑇𝑃  be the total number of packets (played out from the priority scheduler) of voice (𝑇𝑃𝑉 ) or 

B/MCD (𝑇𝑃𝐵/𝑀𝐶𝐷 ). Each of these traffics is divided into two parts, namely: the reserved (or dedicated) and 

rejected (or surplus) flow. The reserved flow, 𝑇𝑃𝑟𝑒𝑣  (𝑇𝑃𝑉−𝑟𝑒𝑣  or 𝑇𝑃𝐵/𝑀𝐶𝐷−𝑟𝑒𝑣 ) has an upper bound rate that is 

equal to 𝛾 𝑏𝑖𝑡𝑠/𝑠𝑒𝑐𝑜𝑛𝑑 and is expressed as (𝛼𝑇𝑃), where 𝛼 is the splitting ratio of the Token Bucket and is 

defined as (0 ≤ 𝛼 ≤ 1) [26]. The rejected flow, 𝑇𝑃𝑟𝑒𝑗  (𝑇𝑃𝑉−𝑟𝑒𝑗  or 𝑇𝑃𝐵/𝑀𝐶𝐷−𝑟𝑒𝑗 ) is directed to the DiffServ (DS) 

module and is expressed as  1 − 𝛼 𝑇𝑃 . A splitting ratio of 1 implies that 𝑇𝑃𝑟𝑒𝑗 = 0. These imply that: 

 

 

 

 

 Let us now consider a typical run of the proposed hybrid scheduling model during a time interval 

(𝑡1, 𝑡2) of the run. Since the voice and B/MCD traffic flows are each divided into two sub flows, the rate of the 

first sub flow (𝛼𝑇𝑃) will never exceed the token bucket rate y bits/second. Hence, the upper bound of bits 

serviced by this flow in the time interval (𝑡1, 𝑡2) is equal to 𝛾(𝑡1, 𝑡2). By effectively varying the splitting ratio, 

adequate precedence to both voice and B/MCD traffic workloads as well as bandwidth utilization fairness are 

ensured in the network, even with the expected increase in the voice traffic. 

 Assuming that the Token Bucket is empty (of tokens) at 𝑡1 = 0 and full at 𝑡2, it follows that the total 

number of packets arriving the Bucket at time 𝑡2 is defined by [32]: 

 𝑁𝑇𝐵 𝑡 =  𝑇𝑃 𝑡 −  𝛼𝑇𝑃 𝑡 −    1 − 𝛼 𝑇𝑃  𝑡     … … (2) 

This implies that up until time 𝑡2, the number of packets that has entered the bucket is 𝑇𝑃 𝑡 −    1 − 𝛼 𝑇𝑃  𝑡  

and that 𝛼𝑇𝑃 𝑡  of these packets has been transmitted via the dedicated link by time 𝑡2. The long-run total 

packet arrival rate at the bucket is defined by: 

  𝛽𝑇𝐵 =  
𝑇𝑃 𝑡 

𝑡
   𝑝𝑎𝑐𝑘𝑒𝑡𝑠/𝑠𝑒𝑐𝑜𝑛𝑑    … … (3) 

The average number of packets transmitted through the reserved link (which is the throughput of the Token 

Bucket) is equal to the long-run transmission rate and is defined by: 

 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑇𝐵  =  
𝛼𝑇𝑃 𝑡 

𝑡
 𝑝𝑎𝑐𝑘𝑒𝑡𝑠/𝑠𝑒𝑐𝑜𝑛𝑑  … … (4) 

The fraction of arriving packets that are rejected from the bucket is therefore defined by: 

  𝑃𝑟𝑒𝑗 =  
  1−𝛼 𝑇𝑃  𝑡 

𝑇𝑃 𝑡 
    … … … … (5) 

Assuming the bucket to be empty at 𝑡1, the average number of packets is defined by: 

 𝐴𝑣 𝑁𝑇𝐵 =  
1

𝑡2
 𝛼𝑇𝑃 𝑡 𝑑𝑡 𝑝𝑎𝑐𝑘𝑒𝑡𝑠

𝑡2

𝑡1
 … … … (6) 

 

Applying Little’s Theorem [33, 32] in the Token Bucket gives: 

     

 

  

 

 

 

 where 𝐴𝑣 𝑁𝑇𝐵  is the average number of packets in the bucket, 𝛽𝑇𝐵  is the arrival rate (that is, the 

average number of packets arriving the bucket per unit time) and 𝐴𝑣 𝐷𝑇𝐵  is the average delay (or time spent) in 

the bucket. 𝛽𝑇𝐵(1 −  𝑃𝑝𝑙−𝑇𝐵) is the actual packet arrival rate into the bucket. 

… (1) 

𝑇𝑃𝑟𝑒𝑣   𝑇𝑃𝑉−𝑟𝑒𝑣  𝑜𝑟 𝑇𝑃𝐵/𝑀𝐶𝐷−𝑟𝑒𝑣  =  𝛾 =   𝛼𝑇𝑃  

𝑇𝑃𝑟𝑒𝑗   𝑇𝑃𝑉−𝑟𝑒𝑗  𝑜𝑟 𝑇𝑃𝐵/𝑀𝐶𝐷−𝑟𝑒𝑗  =    1 − 𝛼 𝑇𝑃  

    𝐴𝑣 𝑁𝑇𝐵 =  𝛽𝑇𝐵(1 −  𝑃𝑝𝑙−𝑇𝐵)𝐴𝑣 𝐷𝑇𝐵  

 ≫ ≫           𝐴𝑣 𝐷𝑇𝐵 =  
1

𝛽𝑇𝐵 (1− 𝑃𝑝𝑙 −𝑇𝐵 )
𝐴𝑣 𝑁𝑇𝐵  

… … (7) 
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 This implies that for a run time (t1, t2), the average time spent by the average number of packet in the 

bucket equals the time spent in transmitting the reserved flow through the dedicated link. The average number 

of packets in the bucket is given by: 

 𝑨𝒗 𝑵𝑻𝑩  =    
𝝆𝑇𝐵

(𝟏 − 𝝆𝑇𝐵 )
 −   

 𝑲𝑻𝑩 + 𝟏 𝝆𝑇𝐵
𝑲𝑻𝑩+𝟏

 𝟏 − 𝝆𝑇𝐵
𝑲𝑻𝑩+𝟏 

   … … … (8) 

where 𝜌𝑇𝐵 =  𝛽𝑇𝐵 𝜇𝑇𝐵   is the offered load (or load rate at which packets arrive at the bucket); 𝜇𝑇𝐵  is the 

maximum departure rate at which packets are serviced or transmitted via the reserved (or dedicated) link and 

𝐾𝑇𝐵  is the maximum occupancy in the dedicated link. 

The packet-loss probability of the reserved link is defined as [32]: 

  𝑷𝒑𝒍−𝑹𝑳  =  𝑷𝒑𝒍−𝑻𝑩 =  𝝆𝑻𝑩
𝑲𝑻𝑩  

 𝟏 − 𝝆𝑻𝑩 

 𝟏 − 𝝆𝑻𝑩

 𝑲𝑻𝑩+𝟏 
 
  … … … (9) 

Hence, the probability of the average delay in the reserved (or dedicated) link is given by: 

 𝑨𝒗 𝑫𝑹𝑳  =  𝑨𝒗 𝑫𝑻𝑩  =  
𝑨𝒗 𝑵𝑻𝑩 

𝜷𝑻𝑩 𝟏− 𝑷𝒑𝒍−𝑻𝑩 
  … … … (10) 

       =  

 
 
 
 
 
 

  
𝝆𝑇𝐵

(𝟏 − 𝝆𝑇𝐵 )
 −  

 𝑲𝑻𝑩 + 𝟏 𝝆𝑇𝐵
𝑲𝑻𝑩+𝟏

 𝟏 − 𝝆𝑇𝐵
𝑲𝑻𝑩+𝟏 

  

 𝝆𝑻𝑩𝜇𝑇𝐵  𝟏 −𝝆𝑻𝑩
𝑲𝑻𝑩   

 𝟏− 𝝆𝑻𝑩 

 𝟏− 𝝆𝑻𝑩
 𝑲𝑻𝑩+𝟏 

 

   

 
 
 
 
 
 

 … … (11) 

The probability of the average time spent waiting in queue before servicing is therefore given by: 

 𝑨𝒗 𝑾𝑻−𝑹𝑳 =  𝑨𝒗 𝑫𝑹𝑳 −  𝑨𝒗 𝑺𝑻−𝑹𝑳  

     =

 
 
 
 
 
 

 

  
   

𝝆𝑇𝐵
(𝟏 − 𝝆𝑇𝐵 )

 −  
 𝑲𝑻𝑩 + 𝟏 𝝆𝑇𝐵

𝑲𝑻𝑩+𝟏

 𝟏 − 𝝆𝑇𝐵
𝑲𝑻𝑩+𝟏 

  

 𝝆𝑻𝑩𝜇𝑇𝐵  𝟏 −𝝆𝑻𝑩
𝑲𝑻𝑩   

 𝟏− 𝝆𝑻𝑩 

 𝟏− 𝝆𝑻𝑩
 𝑲𝑻𝑩+𝟏 

 

   

 

  
 

 −   
𝟏

𝜇𝑇𝐵
 

 
 
 
 
 
 

 … … (12) 

where 𝐴𝑣 𝑆𝑇−𝑅𝐿  =  1 𝜇𝑇𝐵  is the average packet servicing (or transmission) time. 

 

3.2.2 In the DiffServ Module 

 The surplus flow   1 − 𝛼 𝑇𝑃  rejected from the token bucket is marked and classified by Expedited 

Forwarding (EF) Differentiated Service Code Point (DSCP) value [34]. Similarly, video traffic is marked and 

classified by Assured Forwarding (AF) DSCP value [35] while the remaining data traffic is marked and 

classified as default by Best Effort (BE) DSCP value. The average input packet arrival rates for the EF, AF and 

BE traffics are respectively defined as 𝛽𝐸𝐹 , 𝛽𝐴𝐹  and 𝛽𝐵𝐸 . The total available buffer and shared link bandwidth 

(SLB) are distributed to the different classes of services. The buffer allocation procedure is adaptive with the 

current offered load, 𝜌 (or the current queue length, 𝑞𝑙) to that queue. The SLB procedure uses the buffer size to 

compute the queue weight (or service rate) in the Weighted Round Robin (WRR) scheduler module. The service 

rate of each queue is proportional to the allocated bandwidth to that queue.  

 From this background, the allocated buffers (the current offered loads or queue lengths) for the queues 

of EF, AF and BE classes of traffic are respectively computed as follows [24]: 

  𝝆𝑬𝑭  =   
𝛽𝑬𝑭  ×  𝜹𝑬𝑭  ×  𝑵𝑬𝑭

𝑷𝑺𝑬𝑭
        … … … … (13) 

  𝝆𝑨𝑭  =   
𝛽𝑨𝑭  ×  𝜹𝑨𝑭  ×  𝑵𝑨𝑭

𝑷𝑺𝑨𝑭
       … … … … (14) 

  𝝆𝑩𝑬  =   
𝛽𝑩𝑬  ×  𝜹𝑩𝑬  ×  𝑵𝑩𝑬

𝑷𝑺𝑩𝑬
     … … … … … (15) 

 where: 𝛿𝐸𝐹 , 𝛿𝐴𝐹  and 𝛿𝐵𝐸  are respectively the allowable packet delays; 𝑁𝐸𝐹 , 𝑁𝐴𝐹   and 𝑁𝐵𝐸  are 

respectively the number of sessions; 𝑃𝑆𝐸𝐹 , 𝑃𝑆𝐴𝐹  and 𝑃𝑆𝐵𝐸  are respectively the average packet sizes for EF, AF 

and BE traffics. 

The input packet arrival rate (𝛽) is collected by monitoring/observing the characteristics of the incoming service 

traffic, the allowable packet delay (𝛿) is obtained from the QoS requirements of the traffic while the number of 

sessions (𝑁 ) is given by the admission control mechanism. The number of sessions is a function of the 

following:  

(i) total available shared link bandwidth (SLB) regulated by the WRR scheduler, 

(ii) the total buffer (TB) available at the router, 
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(iii) the average input packet arrival rate, and 

(iv) the average packet size (PS). 

 

3.2.3 In the WRR Scheduler Module 

 In the WRR scheduler module, the traffic queues are serviced according to the service rate (𝑠𝑟) (or 

queue weight) of each class of traffic. Service rate is adaptive with the current offered load (𝜌) of a particular 

class of traffic. In any time interval  𝑡1, 𝑡2  of any round robin execution of the proposed model, the policing 

procedure is such that the traffic with the maximum computed service rate is serviced first. If the computed 

service rates for the three classes at this particular time interval are equal, the scheduling algorithm uses the 

assigned priority values. In this proposal, EF traffic has the highest priority value (PV) of 3, followed by AF 

traffic (2) and then BE traffic (1). The computed service rates (𝑠𝑟) or queue weights [24] for the three classes of 

traffic are given as follows: 

  𝒔𝒓𝑬𝑭 𝒕  =   
𝝆𝑬𝑭 𝒕   ×  𝑷𝑽𝑬𝑭

𝝆𝑬𝑭 𝒕  +  𝝆𝑨𝑭 𝒕  +  𝝆𝑩𝑬 𝒕 
        … … (16) 

  𝒔𝒓𝑨𝑭 𝒕  =   
𝝆𝑨𝑭 𝒕   ×  𝑷𝑽𝑨𝑭

𝝆𝑬𝑭 𝒕  +  𝝆𝑨𝑭 𝒕  +  𝝆𝑩𝑬 𝒕 
         … … … (17) 

  𝒔𝒓𝑩𝑬 𝒕  =   
𝝆𝑩𝑬 𝒕   ×  𝑷𝑽𝑩𝑬

𝝆𝑬𝑭 𝒕  +  𝝆𝑨𝑭 𝒕  +  𝝆𝑩𝑬 𝒕 
       … … (18) 

where: 𝑃𝑉𝐸𝐹 , 𝑃𝑉𝐴𝐹  and 𝑃𝑉𝐵𝐸  are respectively the priority values for EF, AF and BE traffics at the interval 

 𝑡1, 𝑡2 . 
 Equations (16-18) clearly show that the service rate of a particular service queue is adaptive to the ratio 

of the buffer size (or length of that queue) to the sum of the buffer sizes (queue lengths) of all service queues at 

the interval of time  𝑡1, 𝑡2 . This implies that the service queue that has the longest queue length is serviced first, 

followed by that with the next longest queue length, and so on. By the round robin operation, every service 

queue present is considered in that order in every round robin execution. If the service rates of all the three 

traffic classes are equal, the proposed model employs the priority values (3 for EF, 2 for AF and 1 for BE 

traffics) in forwarding the service queue to the shared link. Again, if there is no packet present in a particular 

traffic class at the time interval under consideration, the architecture forwards the available service queue, and 

so on. 

 If the transmission rate of the shared link is 𝑅𝑇−𝑆𝐿 , the throughputs of the three classes of traffic are 

respectively given as follows: 

  𝑻𝒉𝒓𝒐𝒖𝒈𝒉𝒑𝒖𝒕𝑬𝑭 =  
(𝑹𝑻−𝑺𝑳)× (𝒔𝒓𝑬𝑭)

𝒔𝒓𝑾𝑹𝑹
 … … … … (19) 

  𝑻𝒉𝒓𝒐𝒖𝒈𝒉𝒑𝒖𝒕𝑨𝑭 =  
(𝑹𝑻−𝑺𝑳) × (𝒔𝒓𝑨𝑭)

𝒔𝒓𝑾𝑹𝑹
 … … … … (20) 

  𝑻𝒉𝒓𝒐𝒖𝒈𝒉𝒑𝒖𝒕𝑩𝑬 =  
 𝑹𝑻−𝑺𝑳 × (𝒔𝒓𝑩𝑬)

𝒔𝒓𝑾𝑹𝑹
 … … … … (21) 

 where: 

 𝑠𝑟𝑊𝑅𝑅  is the service rate of the weighted round robin scheduler defined by: 

  𝒔𝒓𝑾𝑹𝑹 =  𝒔𝒓𝑬𝑭 + 𝒔𝒓𝑨𝑭 +  𝒔𝒓𝑩𝑬 … … … … (22) 

 The arrivals at the EF, AF and BE priority classes are poisson with rates: 𝛽𝐸𝐹 , 𝛽𝐴𝐹  and 𝛽𝐵𝐸  

respectively. The average servicing (or transmission) times for the queues are respectively defined as: 

𝐴𝑣 𝑆𝐸𝐹 =  1 𝜇𝐸𝐹 , 𝐴𝑣 𝑆𝐴𝐹  =  1 𝜇𝐴𝐹  and 𝐴𝑣 𝑆𝐵𝐸  =  1 𝜇𝐵𝐸 ; where 𝜇𝐸𝐹 , 𝜇𝐴𝐹  and 𝜇𝐵𝐸  are respectively the 

maximum departure rates for EF, AF and BE traffics. Hence, the load offered by EF, which is the highest 

priority class is given as: 

𝝆𝑬𝑭 = 𝜷𝑬𝑭𝑨𝒗 𝑺𝑬𝑭   … … … … (23) 

Similarly, the load offered by AF, which is the next highest priority class is given as: 

 𝝆𝑨𝑭 = 𝜷𝑨𝑭𝑨𝒗 𝑺𝑨𝑭   … … … … (24) 

while the load offered by BE, which is the least priority class is given as: 

 𝝆𝑩𝑬 = 𝜷𝑩𝑬𝑨𝒗 𝑺𝑩𝑬 .   … … … … (25) 

In a typical priority class-based system [32], if the total offered load for 𝐶 priority classes is less than 1, that is: 

  𝝆 =  𝝆𝟏  +  𝝆𝟐  + ⋯ +  𝝆𝑪   < 1 … … … (26) 

then the average waiting time for a type  𝐶 packet is given by: 

 𝑨𝒗 𝑾𝑪  =  
𝜷𝑨𝒗 𝑺𝟐 

 𝟏 − 𝝆𝟏 − 𝝆𝟐 − … − 𝝆𝑪−𝟏  𝟏 − 𝝆𝟏 − 𝝆𝟐 − … − 𝝆𝑪 
  … (27) 

 where 𝜌1 is the offered load of the highest priority class, and so on. 

In this work,  𝐶 = 3. This implies that the total offered load 𝜌𝑊𝑅𝑅  (of the weighted round robin scheduler) is: 

  𝝆𝑾𝑹𝑹 =  𝝆𝑬𝑭 +  𝝆𝑨𝑭 + 𝝆𝑩𝑬 < 1  … … … (28) 
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and the average waiting times for the EF, AF and BE flows are respectively defined as: 

  𝑨𝒗 𝑾𝑬𝑭 =  
𝜷𝑾𝑹𝑹 𝑨𝒗 𝑺𝑾𝑹𝑹

𝟐  

 𝟏− 𝝆𝑬𝑭 
  … … … (29) 

  𝑨𝒗 𝑾𝑨𝑭 =  
𝜷𝑾𝑹𝑹 𝑨𝒗 𝑺𝑾𝑹𝑹

𝟐  

 𝟏− 𝝆𝑬𝑭  𝟏− 𝝆𝑬𝑭 − 𝝆𝑨𝑭 
  … … (30) 

  𝑨𝒗 𝑾𝑩𝑬 =  
𝜷𝑾𝑹𝑹 𝑨𝒗 𝑺𝑾𝑹𝑹

𝟐  

 𝟏− 𝝆𝑬𝑭 − 𝝆𝑨𝑭  𝟏− 𝝆𝑬𝑭 − 𝝆𝑨𝑭 − 𝝆𝑩𝑬 
  … (31) 

where: 

𝑨𝒗 𝑺𝑾𝑹𝑹
𝟐  =  

𝜷𝑬𝑭

𝜷𝑾𝑹𝑹
𝑨𝒗 𝑺𝑬𝑭

𝟐  + 
𝜷𝑨𝑭

𝜷𝑾𝑹𝑹
𝑨𝒗 𝑺𝑨𝑭

𝟐   +  
𝜷𝑩𝑬

𝜷𝑾𝑹𝑹
𝑨𝒗 𝑺𝑩𝑬

𝟐   … … (32) 

and  𝜷𝑾𝑹𝑹  =  𝜷𝑬𝑭 + 𝜷𝑨𝑭 +  𝜷𝑩𝑬  … … … (33) 

The average delay for each class of flow is determined by adding the average of the service (or transmission) 

time to the corresponding average waiting time. That is: 

  𝑨𝒗 𝑫𝑬𝑭 =  𝑨𝒗 𝑾𝑬𝑭  +  𝑨𝒗 𝑺𝑬𝑭   … … (34) 

  𝑨𝒗 𝑫𝑨𝑭 =  𝑨𝒗 𝑾𝑨𝐅  +  𝑨𝒗 𝑺𝑨𝑭   … … (35) 

  𝑨𝒗 𝑫𝑩𝑬 =  𝑨𝒗 𝑾𝑩𝑬  +  𝑨𝒗 𝑺𝑩𝑬    … … (36) 

The average delay of the shared link, 𝐴𝑣 𝐷𝑆𝐿 , which is the average delay of the weighted round robin 

scheduler, is therefore given as: 

 𝑨𝒗 𝑫𝑺𝑳 = 𝑨𝒗[𝑫𝑾𝑹𝑹] =  
𝟏

𝟑
  𝑨𝒗[𝑫𝑬𝑭] +  𝑨𝒗[𝑫𝑨𝑭] +  𝑨𝒗[𝑫𝑩𝑬]  (37) 

The packet-loss probability of the shared link is defined as [36]: 

 𝑷𝒑𝒍−𝑺𝑳  =  𝑷𝒑𝒍−𝑾𝑹𝑹 =  𝝆𝑾𝑹𝑹
𝑲𝑾𝑹𝑹  

 𝟏 − 𝝆𝑾𝑹𝑹 

 𝟏 − 𝝆𝑾𝑹𝑹

 𝑲𝑾𝑹𝑹+𝟏 
 
  … … … (38) 

where 𝜌𝑊𝑅𝑅  is the offered load and 𝐾𝑊𝑅𝑅  is the maximum occupancy in the shared link. 

 

3.2.4 The Average Total Delay and Packet-loss Probability of the Developed Model  

By aggregating the mean delays of the reserved and shared links, the total average delay of the proposed 

optimized model 𝐴𝑣 𝐷𝑀𝑂𝐷   is obtained from the expression: 

𝑨𝒗 𝑫𝒏𝒆𝒕 =  
𝟏

𝜷𝒏𝒆𝒕(𝟏 −  𝑷𝒑𝒍−𝒏𝒆𝒕)
𝑨𝒗 𝑵𝒏𝒆𝒕  

                            =  
𝟏

𝜷𝒏𝒆𝒕 𝟏 − 𝑷𝒑𝒍−𝒏𝒆𝒕 
  𝜷𝒌 𝟏 −  𝑷𝒑𝒍−𝒌 𝑨𝒗 𝑫𝒌  𝒌  

where (𝛽𝑛𝑒𝑡 (1 −  𝑃𝑝𝑙−𝑛𝑒𝑡 )) is the actual packet arrival rate to the network while (𝛽𝑘(1 −  𝑃𝑝𝑙−𝑘)) is the actual 

packet arrival rate to, and (𝐷𝑘 ) is the delay in, every transmission link in every domain constituting the network. 

≫ 𝑨𝒗 𝑫𝑴𝑶𝑫  =   
𝟏

𝜷𝑴𝑶𝑫 𝟏 −  𝑷𝒑𝒍−𝑴𝑶𝑫 
 𝜷𝑻𝑩 𝟏 −  𝑷𝒑𝒍−𝑻𝑩 𝑨𝒗 𝑫𝑻𝑩 +    𝜷𝑾𝑹𝑹 𝟏 −  𝑷𝒑𝒍−𝑾𝑹𝑹 𝑨𝒗 𝑫𝑾𝑹𝑹    

       … … … (39) 

 where 𝛽𝑀𝑂𝐷  1 −  𝑃𝑝𝑙−𝑀𝑂𝐷   is the total actual packet arrival rate to the optimized model; 𝛽𝑇𝐵 1 −

 𝑃𝑝𝑙−𝑇𝐵 and 𝐷𝑇𝐵 are respectively the actual packet arrival rate and delay for the reserved link while 𝛽𝑊𝑅𝑅1− 
𝑃𝑝𝑙−𝑊𝑅𝑅 and 𝐷𝑊𝑅𝑅 are respectively the actual packet arrival rate and delay for the shared link. 

Similarly, by aggregating the packet-loss probabilities of the reserved and shared links, the total packet-loss 

probability of the proposed model is defined from equations (9 and 38) as: 

 𝐏𝐩𝐥−𝐌𝐎𝐃 =  𝐏𝐩𝐥−𝐑𝐋 +  𝐏𝐩𝐥−𝐒𝐋   

     =    𝛒𝐓𝐁
𝐊𝐓𝐁  

 𝟏 − 𝛒𝐓𝐁 

 𝟏 − 𝛒𝐓𝐁

 𝐊𝐓𝐁+𝟏 
 
   +   𝛒𝐖𝐑𝐑

𝐊𝐖𝐑𝐑  
 𝟏 − 𝛒𝐖𝐑𝐑 

 𝟏 − 𝛒𝐖𝐑𝐑

 𝐊𝐖𝐑𝐑+𝟏 
 
       

      … … … (40)52) 

 The fundamental QoS requirement that ρ < 1 (β < μ) is therefore ensured in the reserved link by the 

traffic regulation of the Token Bucket. Here, the upper bound of  γ bits/second must not be allowed to exceed 

the bandwidth capacity of the reserved link. In the shared link, the traffic regulation of the WRR scheduler also 

ensures that what plays out at every instant in time within the run time does not exceed the bandwidth capacity. 

In fact, the computed throughputs (equations 19-21) show that only a fraction of the capacity of the link is 

allocated to each aggregated flow. 
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IV. SIMULATION TOPOLOGY 
 The simulation of the voice and critical data priority queue (CCDPQ) scheduler for constrained-

bandwidth VoIP networks is implemented using Riverbed (OPNET) Modeler v17.5. Riverbed Technology Inc is 

a leader in Application Performance Infrastructure that delivers the most complete platform for Location-

Independent Computing. Riverbed Modeler provides a modelling and simulation environment for designing 

communication protocols and network equipment. It models and analyses the behavior of the entire network, 

including its routers, switches, protocols and servers as well as predicts the performance of IT infrastructures 

including individual applications and networking technologies [8]. 

  The simulation network topology is shown in Figure 3. Nodes n1, n2, n3 and n4 are respectively the 

voice, business/mission-critical data (B/MCD), video and best-effort data sources (or generators). At the sending 

end, these nodes are connected to the edge switch (n5) via 100Mbps links. The switch is connected to the edge 

router (n6) via a 1Gbps link. The edge router is then connected to the network via a constrained- (bottlenecked-) 

or low-bandwidth link. The connection is similar but reversed at the receiving end. The marking of packets is 

performed by the edge switch (N5) while scheduling of packets through the network is performed by the edge 

router (N6). The local area networks at the sender and receiver ends are high-speed LANs. In this paper, the 

simulation focuses on end-to-end or mouth-to-ear (M2E) delay and packet loss probability achieved by the 

proposed voice and critical data priority queue (CCDPQ) scheduler. 

 

 
 

V. SIMULATION RESULTS AND DISCUSSIONS 

 Packet delay and packet loss QoS performance statistics for each traffic were monitored at the receiver 

end by increasing the load in the link with the proposed QoS model enabled and with the model disabled. From 

the performance statistics at the receiver end, it was observed that enabling the proposed QoS model improves 

the overall performance of the network. 

 Figure 4 shows packet queuing (end-to-end or mouth-to-ear (M2E)) delays with and without the 

proposed algorithm enabled plotted against time, when 70% (of total source intensity) input data rates of voice 

and B/MCD traffics are transmitted with 30% (of total source intensity) input data rates of video and best-effort 

data over the network during one simulation run from one domain in the network. Packet delay increases 

abruptly with time when the QoS model is disabled and gradually within acceptable limits when the model is 

enabled. The model therefore guarantees optimized QoS for voice and B/MCD traffics in terms of end-to-end 

packet delay. 
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Figure 4: Network Packet Queuing Delay with and without enabling Proposed Algorithm 

  

 Figure 5 shows the validation plot of packet queuing delay with and without the proposed hybrid 

algorithm enabled against total source intensity for all simulation runs. Using the G729 CODEC scheme, the 

packet queuing delay was reduced to 17.24% while without the algorithm; it was defaulted at 82.76%. This 

means that traffic provisioning will be reasonably fast under the constrained-bandwidth scenario without much 

queuing delay experienced by queues running on the network than when the algorithm is disabled. This is very 

significant for the constrained-bandwidth VoIP network running time-sensitive services. 

 

 
Figure 5: Validation plot of Packet Queuing Delay against Total Source Intensity with and without the 

proposed Hybrid Algorithm. 

 

 Figure 6 shows the packet loss probability with and without the proposed algorithm enabled plotted 

against time, when 70% (of total source intensity) input data rates of voice and B/MCD traffics are transmitted 

with 30% (of total source intensity) input data rates of video and best-effort data over the network during one 

simulation run from one domain in the network. 
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Figure 6: Network Packet Loss Probability with and without enabling Proposed Algorithm 

 

 Figure 7 shows the validation plot of packet losses against source intensity/offered load with and 

without of proposed hybrid algorithm with G.729 CODEC scheme. Packet loss probability fluctuates above zero 

percent with time when the QoS model is disabled but remains at zero percent when the model is enabled. This 

means that traffic provisioning will be highly unstable when the constrained-bandwidth network has default or 

zero scheduling algorithms. The proposed model therefore guarantees optimized QoS for voice and B/MCD 

traffics in terms of packet loss. 

 

 
Figure 7: Validation plot of Packet Loss against Source Intensity/Offered load with and without the Proposed 

Algorithm Enabled. 

 

VI. CONCLUSION 

 An optimized Voice and Business/Mission-Critical Data fair and priority queue scheduler for 

constrained-bandwidth VoIP networks has been designed, analyzed and simulated. Implementing the proposed 

model therefore ensures that every packet arriving the network is classified and explicitly marked for proper 

identification. Adequate precedence is given to both voice and business/mission critical data traffics. The 

provision of a dedicated (reserved) link handles the demands of the expected rapid increase in voice traffic. 

Excess voice and business/mission critical data packets that should have been lost are recovered and serviced 

with due priority. Other traffics (video and best-effort data) in the network are given fair treatment in the 

allocation of available resources. Fairness in resource sharing ensures that queues do not grow excessively, 

thereby reducing the delay and packet loss impairments. The optimized performance of the proposed scheme 

therefore guarantees a graceful tradeoff between priority (to voice and B/MCD traffics) and fairness (to all 

network traffics) in constrained-bandwidth VoIP networks without over provisioning the users. The design has 

been structured to be simple and easy to understand. It is developed in a modular form for easy manipulation, 

thereby making the scheduler architecture robust and consistent in its operation. 
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