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ABSTRACT
This report contains the ways in which computer vision an important aspect of software engineering field can 
be used to detect and identify the face of an individual, using several python libraries in Python along with 
OpenCV. This report also contains a proposed source code which will help in detecting human face in real 
time. This implementation can be used at various platforms in machines, desktops, smartphones, websites and 
several software applications. Facial recognition is a modern technology capable of matching faces gotten from 
a video input media or image against a database of face. It is employed to authenticate users through ID 
verification service and works by comparing facial features from a given image with a database. In this project, 
an accuracy of recognition was achieved after increasing the size of the training data set to 20 images. This 
result was arrived at on a machine with system specification of Core i5, 16gb RAM, and 1080p camera.
----------------------------------------------------------------------------------------------------------------------------- ----------
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2.0 LITERATURE Of Related Works
This chapter describes a face detection, recognition and identification, it’s benefits and related work done by 
others on face detection or face recognition technology.

2.1 COMPUTER VISION
Computer vision is a field of software engineering that deals with how computer programs or machines acquire 
and process images or video feeds. Some relevant techniques include text detection, object detection and 
tracking, facial recognition, pose recognition and much more.Technology giants like Facebook use some of
these techniques to identify faces of its users from their pictures.

2.2 FACE DETECTION, ANALYSIS AND RECOGNITION
Face detection is a specialized form of object detection that locates human faces in an image. This can be 
combined with classification and facial geometry analysis techniques to infer details such as age and emotional 
state; and even recognize individuals based on their facial features.

2.3 OPEN CV
OpenCV (Open Source Computer Vision Library) is a library of programming functions mainly aimed at real-
time computer vision originally developed by Intel, it was later supported by Willow Garage then Itseez (which 
was later acquired by Intel). The library is cross-platform and free for use under the open-source Apache 2 
License. Starting with 2011, OpenCV features GPU acceleration for real-time operations.

2.4 HARR CASCADE
Haar Cascade is a widely used algorithm for facial recognition using python and openCV. Haar Cascade works 
by looking for features in an image or video stream called Haar features. These features are built around facial 
features such as the eyes nose and mouth. These regions of a face have characteristic pixel properties in which 
some pixel areas are dark while some other areas are bright. The image is first converted to gray style before 
Haar Cascade algorithm can be used. Haar Cascade searches through the image or video stream from top to 
bottom until it finds the required facial features.
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2.5 FACE CLASSIFIER
A face classifier is a file that has been trained using a huge set of data to detect faces. In order to use the Haar 
Cascade algorithm, a face classifier file needs to be attached to a known location in your computer, preferably 
the default storage location for your python programs. There are Many Haar Cascade face classifier available 
online for download.

2.6 ANALYSIS OF EXISTING RELATED WORK

I. Suma S L et al 2018, implemented a real time face recognition algorithm using Linear Binary Pattern 
Histogram (LBPH) and Viola Jones algorithm. This method consists of com fusion and recognition is done 
using Viola Jones algorithm. It is applied is for Face detection, feature extraction is done by LBPH technique 
and Euclidean Distance
Classifier is used for face recognition. This work had recognition rate of about “85%-95%”. This work can be
further amended to favor in all conditions such as brightness, In case of twins, beard and wearing goggles.

II. Li Cuimei et al 2017, implemented a human face detection algorithm using three weak classifiers 
including Haar cascade classifier. Skin hue histogram, Eye detection and Mouth detection are the three 
classifiers adopted by this method. This yields sufficiently high detection. The proposed method generates a 
position prediction value (PPV) to about 78.18% - 98.01%. This can be amended to detect human faces only of 
multiple

races and reduce the delay for detecting and recognizing various faces among different images of people with 
variation in light and background conditions.

III. Souhail Guennouni et al 2017, implement a face detection system by collating with

Haar cascade classifiers and edge orientation matching. Edge orientation matching algorithm and Haar-like 
feature selection combined cascade classifiers are the two techniques used in this system. This algorithm 
produces a better matching but the Detection speed is comparatively less.

IV. Jiwen Lu using learning CBFD et al 2015, proposed a face recognition system. The face representation 
and recognition is implemented via Compact Binary Face Descriptor (CBFD) feature learning method while 
coupled CBFD is executed for heterogeneous face matching by minimizing the modality gap of feature level. 
Collating with other Binary Codes Learning techniques, CBFD extracts compact and discriminative feature, 
hence produces a better recognition rate of about 93.80% is obtained. In this work, feature is learned only from 
one single layer. This system can achieve better performance by Learning Hierarchal features in deep networks.

V. Venkatesh Bhutra et al. 2018, With the world moving towards advanced technologies, security forms 
a crucial part of daily life. Among the many techniques used for this purpose, Face Recognition stands as an 
effective means of authentication and security. This paper deals with the use of principal components and 
security. PCA is a statistical approach used to simplify a data set. The minimum Euclidean distance found from 
the PCA technique is used to recognize the face. Raspberry Pi a low-cost ARM-based computer on a small 
circuit board, controls the servo motor and other sensors. The servo-motor is in turn attached to the doors of the 
home and opens up when the face is recognized.

VI. Karan et al 2017, Privacy and Security are two universal rights and to ensure that in our daily life we are 
secure, a lot of research is going on in the field of home security, and lOT is the turning point for the industry, 
where we connect everyday objects to share data for our betterment. Facial recognition is a well-established 
process in which the face is detected and identified out of the image. We aim to create a smart door, which 
secures the gateway on the basis of who we are. In our proof of concept of a smart door we have used a live HD 
camera on the front side of the setup attached to a display monitor connected with the camera to show who is 
standing in front of the door, also the whole system will be able to give voice outputs by processing text them 
on the Raspberry Pi ARM processor used and show the answers as output on the screen. We are using a set of 
electromagnets controlled by the microcontroller, which will act as a lock. So, a person can open the smart door 
with the help of facial recognition and at the Same time also be able to interact with it.
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VII. Saurabh Bajaj et al 2020, Facial recognition used to be a futuristic idea. Now, however, we use face ID to 
access our smartphones and other smart devices every day. It's a secure and convenient form of access to our 
information. Now, face recognition is creating the same secure and convenient access to our physical spaces. 
Face recognition access control has quickly become the emerging technology in physical access due to a shift 
towards health-conscious solutions that also offer incredible security. Face recognition can now be used to 
provide access to buildings in a safe, touchless manner. Instead of a key card, systems provide a camera-based-
reader, that authorizes entry using the person's face. All you have to do is walk up and look at the reader, it runs 
recognition, identifies the person, and sends a signal to unlock the doors.

VIII. Singh, D et al 2020, proposed a COVID-19 disease classification model to classify infected patients from 
chest CT images. a convolutional neural network (CNN) is used to classify COVID-19-infected patients as 
infected (+ve) or not (−ve). Additionally, the initial parameters of CNN are tuned using multi-objective 
differential evolution (MODE). The results show that the proposed CNN model outperforms competitive 
models, i.e., ANN, ANFIS, and CNN models in terms of accuracy, F-measure, sensitivity, specificity, and 
Kappa statistics by 1.9789%, 2.0928%, 1.8262%, 1.6827%, and 1.9276%, respectively.

IX. Schiller, D et al 2020, proposed a novel approach to transfer learning to automatic emotion recognition 
(AER) across various modalities. The proposed model used for facial expression recognition that utilizes 
saliency maps to transfer knowledge from anarbitrary source to a target network by mostly “hiding” non-
relevant information. The proposed method is independent of the employed model since the experience is solely 
transferred via augmentation of the input data. The evaluation of the proposed model showed that the new 
model was able to adapt to the new domain faster when forced to focus on the parts of the input that were 
considered relevant sources.

X. Prakash, R et al 2020, proposed an automated face recognition method using Convolutional Neural 
Network (CNN) with a transfer learning approach. The CNN with weights learned from pre-trained model 
VGG-16. The extracted features are fed as input to the Fully connected layer and softmax activation for 
classification. Two publicly available databases of face images–Yale and AT&T are used to test the 
performance of the proposed method. Face recognition accuracy of 100% is achieved for AT&T database face
images and 96.5% for Yale database face images. The results show that face recognition using CNN with

transfer learning gives better classification accuracy in comparison with PCA method.

XI. Deng et al 2020, proposed additive angular margin loss (ArcFace) to accomplish face
acknowledgment. The proposed ArcFace has an unmistakable geometric understanding as a result of the specific correspondence to geodesic separation on a hypersphere. They also 
introduced the broadest exploratory assessment against the FR method utilizing ten FR datasets. They indicated that ArcFace reliably beats the best

in class and can be effectively actualized with irrelevant computational overhead. The verification performance 
of open-sourced FR models on LFW, CALFW, and CPLFW datasets reached 99.82%, 95.45%, and 92.08%, 
respectively.

XII. Wang et al 2020, proposed a large margin cosine loss (LMCL) by reformulating the SoftMax loss as
a cosine loss by L2 normalizing the two highlights and weight vectors to evacuate outspread varieties and using 
the cosine edge term to expand the choice edge in precise space. They achieved the highest between-class 
difference and lowest intraclass fluctuation via cosine choice edge augmentation and normalization. They 
referred to their model, trained with LMCL, as CosFace. They based their experiment on the Labeled Face in 
the Wild (LFW), YouTube Faces (YTF), and MegaFace Challenge datasets. They confirmed the efficiency of 
their proposed approach, achieving 99.33%, 96.1%, 77.11%, and 89.88% accuracy on the LFW, YTF, MF1
Rank1, and MF1 Veri datasets,respectively.

XIII. Tran et al 2020, proposed a disentangled representation learning-generative adversarial network (DR-
GAN) with three different developments. First, the encoder-decoder structure of the generator permits DR-GAN 
to gain proficiency with a discriminative and generative portrayal, including picture blending. Second, the 
portrayal is unraveled from other face varieties—for example, through the posture code given to the decoder 
and posture estimation in the discriminator. Third, DR-GAN can accept one or various pictures as information 
and produce one integrated portrayal alongside an arbitrary number of manufactured pictures. They tested their 
network using the Multi-PIE database. They contrasted their strategy and face acknowledgment techniques with 
Multi-PIE, CFP, and IJB-A and achieved average face confirmation exactness with greater than tenfold standard 
deviation. They accomplished equivalent execution on frontal-frontal confirmation with ~1.4% enhancement for 
frontal-profile verification.
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XIV. Masi et al 2020, proposed to build prepared information sizes for face acknowledgment frameworks: 
domain explicit information development. They presented techniques to enhance realistic datasets with critical 
facial varieties by controlling the faces in the datasets while coordinating inquiry pictures presented by standard 
convolutional neural systems. They tested their framework against the LFW and IJB-A benchmarks and Janus
CS2 on a large number of downloaded pictures. They reported the standard convention for unhindered, marked 
outside information and announced a mean grouping precision of 100% equal error rate.

XV. Ding and Tao et al 2020, proposed a far-reaching system based on convolutional neural networks
(CNN) to overcome the difficulties faced in video-based face recognition (VFR). CNN learns obscure highlights by utilizing prepared information comprising misleadingly obscured information and still pictures. They proposed a trunk-branch ensemble CNN model (TBE-CNN) to 
improve CNN highlights to present varieties and impediments. TBE-CNN separates data from face pictures and zones picked around facial segments. TBE-CNN removes information by sharing the center and low-level convolutional layers between the branch and trunk systems. 
They proposed an improved triplet misfortune capacity to invigorate the influence of discriminative portrayals learned by TBE-CNN. TBE-CNN was tested on three video face databases: YouTube,

COX Face, and PaSC Faces.

XVI. Al-Waisy, et al 2020, proposed a multimodal profound learning system that depends on nearby element 
presentation for k-based face acknowledgment. They consolidated the focal points of neighborhood handmade 
component descriptors with the DBN to report face acknowledgment in unconstrained circumstances. They 
proposed a multimodal nearby component extraction approach dependent on consolidating the upsides of fractal 
measurement with the curvelet change, and they called it the curvelet– fractal approach. The principal 
inspiration of this methodology is that the curvelet change can expertly present the fundamental facial structure, 
while the fractal measurement presents the surface descriptors of face pictures. They proposed a multimodal 
profound face acknowledgment (MDFR) approach, to include highlight presentation by preparing a DBN on 
nearby element portrayals. They compared the outcomes of the proposed MDFR approach with the 
curvelet–fractal approach on four face datasets: the LFW, CAS-PEAL-R1, FERET, and SDUMLA-HMT 
databases. The outcomes acquired from their proposed approaches outperformed different methodologies 
including WPCA, DBN, and LBP by accomplishing new outcomes on the four datasets.

XVII. Sivalingam et al 2020, proposed a proficient fractional face location strategy utilizing AlexNet CNN to 
detect emotions based on images of half-faces. They distinguished the key focal points and concentrated on 
textural highlights. They proposed an AlexNet CNN strategy to discriminatively coordinate the two removed 
nearby capabilities, and both the textural and geometrical data of neighborhood highlights were utilized for 
coordination. The comparability of two appearances was changed according to the separation between the
adjusted capabilities. They tested their approach on four generally utilized face datasets and demonstrated the 
viability and constraints of their proposed method.

XVIII. Jonnathann et al 2020, presented a comparison between profound learning and conventional AI 
strategies (for example, artificial neural networks, extreme learningmachine, SVM, optimum-path forest, KNN) 
and deep learning. For facial biometric acknowledgment, they concentrated on CNNs. They used three datasets: 
AR Face,YALE,and SDUMLA-HMT.

XIX. Pinh Hsin Lee et al 2019, analyzed different face detection techniques which included; Template 
matching, Colour segmentation and morphological processing, Eigne Faces and SVM. Implementations of 
techniques such as FLD and SVM worked about as well as template matching.

XX. Andreea Diana Dinca et al 2017, worked on facial recognition using Microsoft Azure Face API. 
However, they discovered that there are a few restrictions when using
Microsoft’s Face API: a free account can make 30.000 calls to the API per month and 20 per minute, whereas 
paid accounts can make 10 calls per second; only 64 face lists are allowed in one subscription; a face list cannot 
have more than 1000 faces; once a face has been added to a face list, the user receives the ID that was 
associated to that face, but there is no way to physically see what face/picture is represented by that ID 
anymore.

From the listed projects above, all local face recognition architecture are outdated. But with the advancement of 
OpenCV and Harr Cascade, it is possible to implement a facial recognition architecture with a 85% - 99% 
accuracy.
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SUMMARY TABLE FOR ANALYSIS OF RELATED 
WORK

AUTHOR’S WORK DONE FINDINGS RECOMMENDATION

NAME (PARAMETER)

Suma S L et al Face Recognition It  had recognition This  work  can be further

2018 Algorithm using rate of about 85- amended to favor in all

Linear Binary 95%
condition
s such as

Pattern Histogram brightness, in case of twins,

(LBPH) and Viola beard and wearing goggles.

Jones Algorithm

Li Cuimei et al Face recognition This resulted to a This can be improved to

2007 algorithm using Skin Position Prediction detect human faces of

hue histogram, Eye Value (PPV) of multiple races and reduce the

detection and Mouth about 78.18-98.01% delay of detecting and

detection recognizing faces among

different images of people

with varied lighting
condition
s

Souhail Face detection Produced a better Can be improved in the

Guennouni et system using edge matching but really
detection 
speed

al 2017 orientation matching slow in detection

and harr cascade

Jiwen Lu using Face recognition Produced a This system can achieve

learning system via Compact recognition rate of better performance by

CBFD et al Binary Face about 93.80% Learning Hierarchal features

2015 Descriptor (CBFD) in deep networks

feature learning

method

Venkatesh Face recognition Was used to control Can be improved using

Bhutra et al. with PCA technique sensors on  a door better technologies and

2018 using Raspberry Pi sensors

Karan et al Face detection using Used Raspberry Pi Can be improved using

2017 HD Camera to process text better technologies to

output on screen program the Raspberry Pi

Saurabh Bajaj Face recognition for Using embedded Can be improved using

et al 2020 unlocking doors system better technologies to

program the embedded

system
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Singh, D et al Covid-19 disease It
ha
d over 90% Improves as the Neural

2020 classification using
accurac
y Network improves

chest CT images
using 
CNN

Schiller, D et Automatic Emotion Improve when data focuses

al 2020 Recognition (AER) on relevant sources

16

Parkash, R et Face recognition Had accuracy  of Using CNN with transfer

al 2020
using 
CNN about 96.5% learning gives better

classification accuracy

Deng et al Additive Angular Verification can be effectively actualized

2022 Margin Loss performance with irrelevant

(ArcFace) for face
reached 
95.45%

computational 
overhead

acknowledgment

Wang et al CosFace, a model Efficiency of their Can be optimized by

2020 trained with Large
propose
d approach improving the model

Margin Cosine Loss ranged  from 77.11

(LMCL) % and above

Tran Et al Face They accomplished Can be improved by

2020
acknowledgemen
t equivalent improving network

using Learning- execution on

generative frontal-frontal

adversarial network confirmation with
(DR-
GAN) ~1.4% enhancement

for frontal-profile

verification.

Masi et al 2020 Face Error rate was equal Using Harr-cascade works
acknowledgemen
t to precision better

system

Ding and  Tao Face recognition TBE-CNN was Improves as the neural

et al 2020
using 
CNN tested on three

network 
improves

vide
o face

databases:

YouTube, COX

Face, and PaSC

Faces

Al-Waisl et al K-based face The result of their Using cascades yields better
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acknowledgement approach, result2020

outperformed

different

methodologies

Sivalingam et Emotion detector approach was tested Improves as the neural

al 2020 using CNN on on four generally network improves

utilized face

datasets and showed

the viability and

limitations of their

proposed method

Jonatham
m et Facial biometrics They used three Improves as the neural

al 2020 using CNN datasets: AR Face, network improves

YALE, and

SDUMLA-HMT

Ping Hsin Lee, Face detection, Implementations of using a highly heuristic and

Vivek using different techniques such as scale-specific  method  of

Srinivasan, techniques FLD and SVM clustering correlation peaks

and Arvind worked about as works better

Sundararajan well as template
matchin
g

Andreea Diana Face recognition a  free account can A work around to this issue

Dinca et  al with Microsoft Face make 30.000 calls to
is to keep track of all the 
face

2017 API the API per month lists by creating a folder

and 20 per minute, for each new list

whereas paid

accounts can make

10 calls per second;

only 64 face lists are

allowed in one

subscription

TABLE 2.6  Summary of literature review

III.  DESIGN METHODOLOGY
The Face Recognition and Identification permission to access the camera and storage of the desktop

computer. The application takes a photo from a live video from the inbuilt camera as input and outputs the 
analyzed photo subject matter. Facial features may also comprise of regions inside the face, varieties within the 
face structure, face cuts and points which have been organized and styled. Face extraction incorporates grabbing 
of the capabilities from camera. Face detection incorporates the elimination of the background and focusing on 
the foreground eliminating a few other elements separated from the face region, but the gadget nevertheless has 
a few drawbacks since it cannot come across the head be counted which can be a gift because of overlapping of 
faces or mixed-up recognition of faces having similar facial functions.
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3.1.1 FACE DETECTION USING OPENCV
OpenCV (Open-Source Computer Vision) is a library of programming functions for real-time 

computer vision. The face detection part of the project was made using an OpenCV Library for Scala. The 
reason was that most Face APIs are restricted to doing detection on pictures only, whereas the project was 
required to have face detection done on a live video footage to speed up the process of checking student 
attendance and prevent queues before lectures.

The OpenCV library proved to be flexible enough for the project as it can accurately detect a face in 
real time and highlight it by drawing a rectangle around the faces of the students passing by. This all happens in 
a window separate from the face recognition so the lecturer can keep track of both students passing by while 
having their faces detected and the feedback from the recognition part of the system. While faces are being 
detected, the application takes a snapshot of the live footage every second and then sends it to the recognition 
system.

Fig 3.0: OpenCv

3.1.2 FACE RECOGNITION WITH HARR CASCADE
In this paper, Viola Jones algorithm is adapted for face detection. AdaBoost algorithm is united with Viola 
Jones algorithm to make a strong classifier. Haar like features are adapted by Viola -Jones for face detection

FACE DETECTION FACE EXTRACTION FACE RECOGNITION

Fig. 3.1: Harr Cascade Block diagram

Examples for Haar-like features are displayed in Fig.2, which is to identify dissimilarities in dark and white 
regions of the images. From this representation, light region explain “to add” and dark region is “to subtract”.
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Fig. 3.2: Harr Like Features

Haar-like features is used by Haar cascade classifier for human face detection. There are three formations of 
Haar- like features. From the Fig.3, the first format is the edge feature, second type is the line feature and the 
last type is the four rectangle feature. Using the integral image, Haar like principle will provide fast 
computation. It’s called Haar-like features.

The Algorithm looks for specific haar feature of a face. This detection takes the image and converts it into 
24X24 window and smears each Haar feature to that window pixel by pixel. Initially, the algorithm requires a 
lot of positive images (images of faces) and negative images (images without faces) to train the classifier.

Fig. 3.3: Types of Haar- Like Features

Then, these features are extracted. Features are numerical values determined from images that are used to 
distinguish one image from another each feature is a single value acquired by subtracting the sum of the pixels 
beneath the white rectangle from the sum of the pixels beneath the black rectangle.
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Fig. 3.4: Process of face detection and recognition

3.2 DESIGN TOOLS AND ANALYSIS

3.2.1 PYTHON
Python is an interpreted high-level general-purpose programming language. Its design philosophy 

emphasizes code readability with its use of significant indentation. Its language constructs as well as its object-
oriented approach aim to help programmers write clear, logical code for small and large-scale projects. Python 
is a computer programming language often used to build websites and software, automate tasks, and conduct 
data analysis. Python is a general-purpose language, meaning it can be used to create a variety of different 
programs and isn’t specialized for any specific problems. This versatility, along with its beginner-friendliness, 
has made it one of the most-used programming languages today

Fig. 3.2.1: Python
3.2.2 PYCHARM
PyCharm is an integrated development environment (IDE) used in computer programming, created for the 
Python programming language.

Fig 3.2.2 PyCharm

w w w . a j e r . o r g Page 197



American Journal of Engineering Research (AJER) 2024

3.3 DESIGN ANALYSIS
This face recognition system can be analyzed using the following block diagram

Fig 3.3: Flow chart showing process of the facial recognition system

IV. RESULTS (FIGURES & TABLES)
4.1 COMPARING RESULTS WITH A PREVIOUS PROJECT

PARAMETERS AZURE FACE API HARR CASCADE

Face Detection Yes Yes

Face Recognition (Image) Yes Yes

Face Recognition (Video) No Yes

Multi-Face Tracking Yes Yes

Customization (High/Low) Low High

Limitation The free version has a max of Unlimited

30 000 request per month, 20

per minute, only 64 face lists

areallowed in one
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subscription;  a facelist
cannot have 
more

than 
1000

faces

License Paid Free

Internet Connection Yes Yes

Table 4.1: Comparing Microsoft Azure Face API with Harr Cascade

4.2 SWOT ANALYSIS
The following SWOT Analysis outlines the advantages and disadvantages a facial detection and recognition 
system can bring.

STRENGTH OPPORTUNITIES

 It can be faster than other biometrics  It  can speed up the process  of

authentication methods. verifying exam candidates.

 There are a  lot  of models  and  Face recognition systems   are

methods that help build such a becoming more reliable and accurate.

system.  Such systems are easy to implement

 It is easy to detect fake candidates. due to how advanced technology is

 Footage can be recorded to be today.

manually checked.  It offers protection against intruders

 It can be optimized to detect other as they can easily be detected.

face details such as the eye.

WEAKNESS THREATS

 It may not be as accurate as other  Other biometrics authentication

biometrics authentication methods methods can be more accurate.

under bad environmental condition.  Lightning can affect the result

 It depends on the distance and pose of  It has to use a live video footage for

the face as well as the quality, recognition to be faster than other

illumination of the image/video used. systems.

Table 4.2: SWOT Analysis

 Accessories such as glasses or hats may negatively impact the accuracy of the system.

4.3 FACIAL RECOGNITION vs BIOMETRIC AUTHENTICATION
PARAMETER FACIAL RECOGNITION BIOMETRIC

AUTHENTICATION

SPEED It is very fast It  could take time before

biometric scanners detect the

fingerprint

DURABILITY Durability is dependent on Biometric scanners get weak

the camera or video capture with time because of the
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device pressure being applied to it

when used

ACCURACY Accuracy is dependent on the It is very accurate

lightning in the environment

DEPENDENCIES Performance ishighly
Performance is dependent 
on

dependent on the the technology used to build

specification of camera biometric sensor

Table 4.3: Comparing Facial Recognition and Biometric Authentication

The constantly changing state of biometrics technology makes it likely that fingerprint and facial 
recognition will both remain essential security tools in the near future. The global fingerprint sensor market is 
on track to achieve an annual compound growth rate of 14.5% between 2020 and 2027, while the global facial 
recognition market is positioned to grow at a comparable rate of 15.4% between 2021 and 2028. To keep up 
with biometrics trends and technology changes on the horizon, you need a security technology platform that 
stays up-to-date.

4.4 CONFIDENTIALITY, INTEGRITY AND AVAILABILITY (CIA) OF THE SOURCE CODE

Confidentiality has to do with keeping an organization’s data private. This often means that only 
authorized users and processes should be able to access or modify data. In applying this source code to any 
platform or system, the images used to train the model will no longer be needed. Instead, the .XML file that 
contains labels of facial features will be used to recognize faces and will be inaccessible by anyone except the 
source code is being sold out.

Integrity means that data can be trusted. It should be maintained in a correct state, kept so that it may 
not be tampered with, and should be correct, authentic, and reliable. The integrity of the data used to train the 
model is dependent on the integrity of which ever organization that will use the source code. Therefore, if all 
that concerns the integrity of the organization is in check there will be no need to worry. Just as it is important 
that unauthorized users are kept out of an organization’s data, data should be available to authorized users 
whenever they require it. This means keeping systems, networks, and devices up and running.

4.5 ACCURACY VS SIZE OF TRAINING DATA SET
In order to vet the accuracy of my source code, I tested the accuracy of the recognition after training 

my model with 3 images, 5 images, 10 images, 15 images and 20 images. And I observed that the larger the 
training dataset, the more accurate the recognition will be.

SIZE OF TRAINING DATA ACCURACY (%)

3 80

5 90

10 95

15 98

20 100

Table 4.5: Showing size of training data and accuracy result
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Fig 4.1: Graph showing Accuracy vs Training Data

V. CONCLUSION
A face detection and recognition system would certainly speed up the process of checking exam 

candidates in comparison to other biometrics authentication methods and in the right circumstances; it would be 
able to match their accuracy. Face recognition systems are currently associated with many top technological 
companies and industries making the work of face recognition easier. The use of python programming and 
OpenCV makes it an easier and handy tool or system which can be made by anyone according to their 
requirement. The proposed application discussed in this project will be helpful for many as it is user friendly 
and a cost efficient system. Nowadays there are a wide variety of software, whether it is a library like OpenCV 
or a Face API like Microsoft’s, that makes face detection and recognition accessible and reliable and is 
constantly improving. Hence by the use of python and OpenCV the face recognition system can be designed for 
various purposes.

5.3 RECOMMENDATION
If this system would be implemented in a university, the following would be recommended:
 The operator of the desktop computer that would be used for the face recognition should stand at the 
entrance of the examination room at a distance of 2 feet to the subject. This would assure a better accuracy from 
the face recognition system.


 The environment should be properly lightened.


At least, 15 clear head shots of each exam candidates should be used as the training data.The pictures that are 
added to face lists should be clear and less than 3 megabytes in size.
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APPENDIX

SCREENSHOTS OF CODE SNIPPET

FIG 5.1a Faces-train.py Code to train face data set

FIG 5.1b Faces-train.py Code to train face data set
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FIG 5.1c Faces-train.py Code to train face data set

FIG 5.2a Faces.py Code to detect faces in live video
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FIG 5.2bFaces.py Code to detect faces in live video

FIG 5.3Faces.py Code to recognize faces
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