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Abstract—Artificial intelligence (AI) systems have become co-pilots in today’s world, where humans and 

machines work collaboratively to make decisions that affect day-to-day. AI has transformed modern life through 

previously unthinkable feats, ranging from self-driving cars and machines that can master the ancient board game 

Go to more “every day” developments, such as customer support chatbots and personalized product 

recommendations [1]. The aim of this study is to determine a new model for implementing red teaming in AI 

deployments, the goal of which is to minimize undesirable and unfair outcomes. A practical action research 

methodology was used as the study aims to solve a specific problem of reducing bias in AI systems. This study 

discussed the group fairness framework and the red teaming methodology in cybersecurity which led to the 

formation of the red team. Likewise, the roles of several agents of the red and blue teams are investigated to 

design a responsibility matrix to act as an implementation guide for red teaming in AI. As AI systems become 

more widespread, organizations will be seeking more implementation guides rather than principles to be 

successful. The fair AI red team framework is aimed at being one of these guides to assist organizations in 

implementing AI systems that have fairer outcomes. 

 

Impact Statement—The topic of responsible AI practices cannot be overemphasized. The more decisions 

impacting humans are being controlled by Artificial intelligence systems, the more the topic of how these systems 

can act responsibly becomes critical. However, recent research by Gartner suggested that by 2022, 85% of AI 

projects could deliver erroneous outcomes due to various forms of bias [2]. While a lot of work has been done on 

developing principles for implementing fair AI systems, most organizations simply do not know how to implement 

and monitor the deployment of fairer AI systems. The fair AI framework proposed in this research provides a 

practical implementation guide, a step-by-step approach on how to ensure organizations can deploy fairer AI 

systems with less negative outcomes using red teaming.  

 

Index Terms—AI development, AI red teams, AI bias, Bias, Fair AI, Responsible AI, Red teaming.  
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I. INTRODUCTION 

The topic of the ethics and governance of artificial intelligence (AI) is a timely one [2]. Recently, 

concerns have been expressed about the use of AI regarding potential discrimination, explainability, data 

transparency, AI’s impact on jobs and the malicious use of AI technology[1]. AI is argued to be able to improve 

healthcare, education, and transportation as well as to automate tasks. In addition, it can help us to understand the 

world, make better decisions, and connect with others [4]. 

Connecting with others around us has been the fundamental phenomenon of humans. This is similar to 

how structural-functional theory seeks to explain and analyze society by examining its various parts and their 

functions [3]. Structural-functional theory argues that society is a complex system of interrelated parts that work 

together to meet its basic needs [3]. These parts, or structures, include the economy, the family, the education 

system, and the government, all of which can be interconnected with AI to contribute to society’s overall stability 

and well-being. It is safe to say that AI is no longer only in the laboratory and has now entered people’s daily 

lives; thus, it is having a “real-world impact on our culture, our people, and our institutions” [5]. 

 
 

http://www.ajer.org/


American Journal of Engineering Research (AJER) 2023 
 

 

w w w . a j e r . o r g  

w w w . a j e r . o r g  

Page 8 

According to [6] AI systems have the ability to harm or create value for the companies that develop them, 

the people who use them, and the members of the public who are affected by their use. To ensure a high expected 

value for users and society, AI systems must be safe—that is, they must reliably work as intended—and secure—

that is, they must have limited potential for misuse or subversion. The more severe the harm that could result from 

safety failures, misuse, or structural risks, the more critical it is that AI systems are safe and beneficial in a wide 

range of possible circumstances [7]. The safety of systems can be traced back to the early days of computing, 

when computers were first used to store and process sensitive information. As computers have become more 

powerful and connected to the Internet, the need for cybersecurity has grown [8]. 

The concept of ‘red teaming’, borrowed from the world of cybersecurity, relates to the use of ‘white hat’ 

hackers to test enterprise defenses [2]. Red teaming can be used to test the effectiveness of security controls, 

identify new threats, and improve the overall security posture [9]. As AI systems were becoming more common, 

Microsoft created the AI Red Team in 2018, a group of interdisciplinary experts dedicated to thinking like 

attackers and searching for flaws in AI systems [1]. Although reasonable progress is being made in response to 

safety concerns related to AI, the present study aimed to examine red teaming as a strategy for mitigating bias or 

the risk of unintended consequences. A challenge in creating a methodology for ethical AI is the trade-off between 

innovation speed and risks. This is because the speed of technological changes and their uptake in the market 

dictate a fast incorporation of AI in products and services [10]. Despite such challenges, red teaming can be a 

valuable tool for improving the security of AI systems. Through identifying vulnerabilities and developing 

mitigation strategies, red teaming can help make AI systems more fair [11].   

 

A. Background 

Gartner, a research and advisory company, suggested that by 2022, 85% of AI projects could deliver 

erroneous outcomes due to various forms of bias [12]. Moreover, research by Accenture suggested that while 63% 

of leaders believe that it is crucial to monitor AI systems, most are unsure of how to do so [2]. Accenture’s 2022 

Tech Vision research found that only 35% of global consumers trust how AI is being implemented by 

organizations, while 77% think that organizations must be held accountable for their misuse of AI. Several studies 

have been published about the ethical principles for producing AI systems. However, few publications exist on 

how companies should go about the creation of AI systems while respecting relevant ethical and societal 

implications. The lack of published methodologies on how to implement fair AI systems and the highly disturbing 

statistics on AI system outcomes compelled the present researcher to conduct this study. 

 

B. Scope of the study 

Microsoft has devised a blueprint for the public governance of AI, which describes a five-point approach to help 

AI governance advance more quickly. The five points are as follows: 

1)  Implement and build upon new government-led AI safety frameworks. 

2)  Require effective safety brakes for AI systems that control critical infrastructure. 

3)  Develop a broader legal and regulatory framework based on the technology architecture for AI. 

4) Promote transparency and ensure academic and public access to AI. 

5) Pursue new public–private partnerships to use AI as an effective tool for addressing the inevitable societal 

challenges that come with new technology.  

 

C. Limitations of the study 

The scope of this study was limited to the fourth and fifth pillars of Microsoft’s AI blueprint. This study aimed to 

define strategies for promoting transparency and inclusive access to AI systems through the use of red teaming. 

Other types of fairness, such as individual and counterfactual fairness, were excluded from this study. 

 

D. Aim and Objectives 

The aim of this study was to define a model that can enable organizations to build AI systems using red teaming 

to mitigate the unintended outcomes of AI due to various forms of bias as well as deliver more ethical AI solutions. 

Thus, this study sought to answer the following research questions: 

1) Are biases in AI systems purely technological or socio-technological in nature? 

2) How can an organization implement red teaming in AI to reduce bias? 

3) Who should comprise an AI red team? 

 

This paper is structured in the following manner: Section I presents the problem that this study aimed to 

address, the scope of the study and the study’s aims and objectives; Section II  presents a review of the relevant 

literature; Section III presents the methodology employed to conduct the study; Section IV presents the newly 



American Journal of Engineering Research (AJER) 2023 
 

 

w w w . a j e r . o r g  

w w w . a j e r . o r g  

Page 9 

developed Fair AI red team framework; and lastly, Section V presents the conclusion along with recommendations 

for future research. 

 

II. LITERATURE REVIEW 

The field of science and technology studies (STS) describes systems that consist of a combination of 

technical and social components as ‘sociotechnical systems’. Both humans and machines are necessary to make 

any technology work as intended [13]. Likely due to expectations based on techno-solutionism and a lack of 

mature AI process governance, organizations often default to overly technical solutions for AI bias issues. Yet, 

these mathematical and computational approaches do not adequately capture the societal impact of AI systems 

[14]. Using a sociotechnical approach to AI bias makes it possible to evaluate dynamic systems of bias, understand 

how they impact each other, and determine under what conditions these biases are attenuated or amplified. 

Adopting a sociotechnical perspective can enable a broader understanding of AI’s impacts and the key decisions 

that occur throughout and beyond. 

This study aimed to build on the research of Green [14]  and Selbst et al. [13] by incorporating human 

practices through a sociotechnical lens to obtain an enhanced understanding of how AI systems are functions of 

society. It also extended the work of Eitel‐ Porter [2]  on responsible AI governance procedures by recommending 

the use of ‘red teams’ and ‘fire wardens’ as ‘white hackers’ to review algorithms and outcomes for signs of bias 

or risk of unintended consequences. 

The review of literature will consider what has been done by regulators regarding AI principles and 

patterns, then go on to exploring what the traditional red team framework in cybersecurity entails and finally 

expands on the group fairness framework to understand how fairness can be grouped. 

 

A. Regulators 

Efforts have been made to create frameworks and principles for guiding the deployment of AI systems 

by regulators across the globe. The European Commission [15] published Ethics Guidelines for Trustworthy, 

which proposed an assessment checklist for AI practitioners based on the following seven principles: human 

agency and oversight; technical robustness and safety; privacy and data governance; transparency, diversity, 

nondiscrimination, and fairness; societal and environmental wellbeing; and accountability. The European Union 

(EU) has adopted a human-centric approach towards ensuring a trustworthy AI system that is held accountable to 

the same fundamental human rights that guide all Europeans. The EU’s strong emphasis on fundamental human 

rights has resulted in guidelines that require organizations to conduct a fundamental rights impact assessment 

before developing new policies or programs. To allow for external feedback on any potential infringements of 

fundamental rights, mechanisms should be established after the assessment is completed [15]. 

The strategy in the United States, on the other hand, is developed mainly through private-sector initiatives and 

self-regulation [15]. The National Institute of Standards and Technology (NIST) launched a critical new AI safety 

initiative called the NIST AI Risk Management Framework. It is a voluntary framework that organizations can 

use to assess and manage the risks associated with AI [16]. The framework consists of the following five steps: 

1) Identify: Determine the AI systems and capabilities that are to be evaluated. 

2. Assess: Evaluate the potential dangers posed by AI systems and their capabilities. 

3) Respond: Put in place and execute risk mitigation plans. 

4) Monitor: Keep an eye on AI systems and their capabilities to ensure that the risk mitigation strategies are 

working. 

5) Review: Conduct regular assessments of AI systems and capabilities to ensure that risks are still being 

effectively mitigated [16]. 

The NIST AI Risk Management Framework is a valuable resource for organizations that are developing or 

deploying AI systems. The framework can help organizations to identify and manage the risks associated with AI, 

as well as to ensure that AI systems are used in a safe and responsible manner [16]. 

By contrast, the Chinese strategy is characterized as essentially government-led, with the strong coordination of 

private and public investment in AI technologies [15]. The Chinese government has only recently elevated AI to 

the status of a national ‘megaproject’, in the tradition of Chinese techno-nationalism [17].  

 

B. Traditional Red Team Methodology 

Red teaming is the process of identifying and assessing assumptions, alternative options, vulnerabilities, 

limitations, and risks for an organization. It is a tool that can be used to provide decision-makers with a more 

robust baseline for decision-making [18]. Fig. 1 presents the phases of red team according to the North Atlantic 

Treaty Organization (NATO). 
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Fig. 1.     The cyber red team cycle 

 

According to [18] the phases of red teaming are as follows: 

1) Planning and preparation: The purpose of cyber red teaming is determined during this phase. Before 

undertaking any activities, it is necessary to assess the current needs of a specific organization and the scope of 

the actions to be taken.  

2) Information gathering / Reconnaissance: This phase entails preliminary surveying or research of the intended 

information system, which can include web research, social engineering, and common techniques, as well as more 

complex operations such as specific intelligence reports.  

3) Execution: This is the hands-on phase of the cyber red teaming process, in which tools and expertise are used 

to discover vulnerabilities.  

4) After-action analysis: During this phase, all of the actions taken are documented, the results listed, and 

recommendations and proposals provided. Follow-up actions can also be envisaged in which cyber red teams can 

be involved. 

 

C. Group Fairness Framework 

 Hardt et al. [19] proposed a framework for group fairness that uses the following three criteria to evaluate the 

fairness of an AI model: 

1) Independence: This means that the model’s prediction is independent of the sensitive variable. 

2) Separation (also known as equalized odds): This means that the model’s prediction is independent of the 

sensitive variable given the target variable, meaning that the true positive and false positive rates are equal for all 

sensitive groups. 

3) Sufficiency (also known as predictive rate parity): This means that the target variable is independent of the 

sensitive attribute given the model output, meaning that the positive predictive value is the same for all sensitive 

groups. 

 

D. Section Summary 

The human-centric and feedback loop approach of the [15]. is an essential component of the red teaming 

model and is in line with Selbst et al. [13]. The monitoring and review phases of the NIST AI Risk Management 

Framework and the private–public sector partnerships involved in the Chinese strategy were also fed into the 

formation of this research. Additionally, the red teaming methodology in cybersecurity was applied to AI to, in 

this case, expose vulnerabilities and unintended outcomes regarding bias through a human-centric lens. 

 

III. METHODOLOGY 

The practical action research methodology was used in this research because the focus was on addressing 

and solving the specific problem of reducing bias in AI through red teaming. The interdisciplinary methodology 

and model defined in this study is one that overlays the group fairness framework by [19] and the traditional red 

team methodology to develop a unique model for red teaming for ethics in AI. 
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IV. THE FAIR AI RED TEAM FRAMEWORK 

This section describes the four components of the Fair AI Red Team Framework which are; 

1) The makeup of a red team and a blue team 

2) The red team responsibility matrix 

3) The red team methodology and 

4) The fair AI models. 

 

A. The Red Team 

The red team should comprise agents from the following fields: 

1) The public: The Cambridge dictionary defines ‘the public’ as all ordinary people. Ordinary people consist of 

the general public, irrespective of race, gender, traditions, religion, sexuality, or education. 

2) Academia: Academia is the world of higher education, including universities, colleges, and other institutions 

that offer advanced degrees. It is also a community of scholars who engage in research and teaching. Academia 

is often seen as a bastion of free thought and inquiry, and it plays a crucial role in the advancement of knowledge. 

This community of scholars includes lecturers, researchers, and students alike. 

3)  Regulatory institutions: These are organizations that are responsible for setting and enforcing rules and 

regulations in a particular industry or sector. They are often government agencies, but they can also be 

nongovernmental organizations or private companies. This set of agents also includes industry experts. For 

example, if one is designing a chatbot to help healthcare providers, medical experts could assist in identifying 

risks in that domain [20].  

4) Public–private partnerships (PPPs): PPPs are collaborations between public and private sectors for delivering 

public services or infrastructure. 

 

B. The Blue Team 

The blue team comprises everyone on the red team plus the product team. Its objectives are geared towards 

mitigation. The blue team generates reports from the outcomes of the red team and uses the outcomes to enhance 

the system. The blue team is also involved in constantly monitoring the AI system for biases that might not have 

been caught before the go-live process.  

The product team comprises the members of the team who built the AI system. These include the developers, data 

scientists, ML engineers, representatives of the AI governing board, and industry experts. 

Blue Team = Red Team + Product Team 

 

C. Responsibility Matrix for Red Team Agents 

Based on the framework for group fairness developed by [19] and the red team agents identified in Section 7.1, 

this study developed a responsibility matrix for the agents who are a part of the red team. Table 1 presents the 

responsibility matrix for red team agents: 

 

TABLE I 

Responsibility Matrix for Red and Blue Team Agents 

 

Agents      Persona Responsibility 

The public  All genders 

 All races 

 All sexualities 

 All religions 

 All persons with disabilities  

Check and monitor for independence, 

sufficiency, and separation of AI systems 

Academia  University students 

 University lecturers 

 University researchers 

Check and monitor for independence, 

sufficiency, and separation of AI systems 

Regulatory institutions  Federal regulators 

 State regulators 

 Local/council regulators 

Check and monitor for independence, 
sufficiency, and separation of AI systems 
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Public–private partnerships Collaboration between a government agency 

and a private company for delivering a public 
service or project 

Check and monitor for independence, 

sufficiency, and separation of AI systems 

Non-profits A legal entity that is organized for a social 

cause or public benefit and does not distribute 

its profits to its members 

Check and monitor for independence, 

sufficiency, and separation of AI systems 

Product team Developers 

Data scientists 

Representatives of the AI governing board 

Monitor and report for independence, 

sufficiency, and separation of AI systems  

 

D. The Fair Methodology 

Fig. 2  illustrates the step-by-step process for implementing red teaming for AI ethics, which is referred to as the 

FAIR methodology. This methodology describes six stages, starting with reconnaissance and ending with 

monitoring, which the red team should engage in to successfully identify biases. 

 

 
Fig. 2      Step-by-step process for implementing red teaming for AI ethics 

 

This will assist in mitigating some of the biases in the application layer of the AI system. The FAIR methodology 

incorporates similar phases of traditional red teaming methodologies but with a different objective regarding 

fairness.  

The six stages of the process are elaborated on as follows: 

1) Reconnaissance (recon): This stage is formed with intelligence gathering from all of the agents. As a 

prerequisite for this phase, the product team provides details about the AI system, the problem that it is attempting 

to solve, and the expected outcomes. Red teamers first survey the attack floor and understand the possible gaps.  

2) Staging: Once recon has been conducted and vulnerabilities have been found, the next stage is staging the 

attack. Here, the red teamers set up various test cases, which should be diverse, to catch diverse failure modes and 

maximize test coverage. This can be a manual or an automated process. An example would be a test case for 

checking whether an AI chatbot provides responses that leak memorized training data, which would be harmful 

if the data are copyrighted or private, or for discovering groups of people that the chatbot discusses in more 

offensive compared with other groups [11]. 

3) Attack: Typically, after possible vulnerabilities have been identified using the test cases, the red teamers find a 

foothold in the AI system by unleashing various weapons on the sensitive variables. Attacks could include 

impersonation and potential plagiarism, offensive responses, data leakage, generated contact information, and 

distributed biases revealing discrimination against groups (e.g., a particular gender, race, or religion) [11]. 

4) Compromise: In this stage, the red teamers move towards compromising the system. Essentially, once the attack 

has been delivered, the red teamers focus on exploiting the system to determine how harmful it could become. 

The activities at this stage could include data exfiltration; if the chatbot is seen to leak memorized training data, 

then it could continue to be fed prompts that seek memorized text; such responses are particularly useful to 

adversaries who aim to extract training data or perform membership inference. Alternatively, if the system is seen 

to provide offensive responses, then those types of responses could be continually solicited through input prompts. 

This would meet the objective that offensive replies beget offensive replies [11]. 

5) Reporting and analysis:  At the end of the engagement, the red team provides a report of the findings of the 
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exercise. This lets the whole team know of the shortfalls and bias gaps. The analysis of the findings is now 

conducted along with the product owners in the form of a workshop or war room. 

6) Continuous monitoring: The job of monitoring the system continues even after the initial report is submitted 

and the system has gone live. This is in line with the NIST AI Risk Management Framework, which recommends 

reviewing and monitoring as part of its risk framework. 

 

E. The Fair Model 

Fig. 3 presents an illustration of the Fair AI Red Team Model. 

 

 
Fig. 3.     The Fair AI Red Team Model 

 

The Fair AI Red Team Model, also known as the FAIR model, illustrates the full scope of the red and 

blue teams’ involvement throughout the red teaming lifecycle, from recon to post-deployment monitoring of the 

AI system. The blue team, which is a combination of the red team and the product team, is responsible for reporting 

and analyzing the findings of any bias discovered during the attack and that compromised stages of the model. 

This team is also responsible for continuously monitoring the AI system for biases while it is in use and reporting 

them for further mitigation procedures. 

The FAIR model ensures that all the agents who are members of society and who will be affected by the 

presence of the AI system in society are part of the vetting process. Not only does this increase the transparency 

of AI systems but also creates trust among the public. 

 

V. CONCLUSIONS AND FUTURE WORK 

This paper has discussed a methodology called the Fair AI Red Team (FAIR) framework, which can be 

used by organizations that plan to use AI on a large scale and wish to avoid unintentionally creating undesirable 

side effects, such as unfair discrimination in an AI system. The methodology began by establishing that AI is now 

a part of society and, as such, must be examined in a socioeconomic context, not just as a technology tool. This 

study continued by exploring the red team methodologies used in cybersecurity to understand how red teaming is 

being used in identifying vulnerabilities and developing mitigation strategies for technology systems. Then, it 

proceeded to define a set of agents who should be a part of the red and blue teams regarding fair AI. Other 

ingredients that organizations should keep in mind are that AI red teams should be composed of people with a 

variety of social and professional backgrounds, demographic groups, and interdisciplinary expertise appropriate 

for the deployment context of their AI system. This will help to ensure that the teams are able to identify and 

address a wide range of potential risks and vulnerabilities. Through diversity, red teams can obtain an enhanced 

understanding of the potential bias that an AI system may face and develop effective mitigation strategies. It is 

the combination of those different elements that makes the methodology successful.  

Like many other researchers, I have only just begun my journey; therefore, I do not consider my 

framework and methodology to be the final standards for red teaming in ethical AI. Rather, they are a starting 

point that will evolve as more collective experience becomes available. Possible future research directions on this 

issue are broad, and I do not aim to provide a comprehensive list of them here. Instead, the following are examples 

of potentially fruitful research questions that could be examined in future studies: 

1) How might the individual and counterfactual fairness groupings of AI alter the responsibility matrix for red 

team agents?  

2) What is the proper organizational structure in institutions, governments, and regulatory bodies that would be 
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able to support a red team’s formation? What lessons can be drawn from history or contemporary industries?  

3) What further strategies can be discovered or constructed to help monitor, analyze, and report red teams’ findings 

of bias? 

As AI is expected to be adopted on a large scale, such AI fair models will become increasingly critical, and 

practical experience of the usage of the models must be shared to ensure the sustainable and ethical use of AI. 
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