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ABSTRACT: Today's software is characterized by the use of various parameters. We can classify all 
parameters into two classes: configuration and optimization. Configuration parameters are used, above all, to 

adapt the working environment to the user, while optimization should allow to obtain optimal results using 

certain software. Optimization parameters are more important because these parameters determine what result 

will be obtained and whether it will be obtained at all. These parameters can be classified in several ways. A 

classification based on an additional criterion is proposed here - user-friendliness when using the software. It 

turns out that this classification is significantly related to the manner the parameters are set, i.e. that we can 

distinguish statically or dynamically set parameters. The paper describes some problems related to parameters 

depending on the class to which they belong. 
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I. INTRODUCTION 

 In recent decades, the architectures of modern computers have become very complex. At the same 

time, the accompanying software is becoming more complex. Modern software products are expected to have a 

number of characteristics: reliability, functionality, flexibility, usability, efficiency, reusability, etc. In [19], 

these software properties are called quality parameters. However, we will define the parameter as follows: it is 

information expressed by a name, number, or a selected option that is transferred (communicated) to a program 

by a user or another program. If the parameters are variable, they must be given specific values before using in a 

program. The set of values assigned to the parameters is called the setting parameters. The setting parameter can 

significantly affect the functionality of the software. The before mentioned software characteristics (attributes or 

a properties) are often expressed through one or more parameters. The parameters can be used and set in 
different ways. All software parameters we can divided into two classes: 

 configuration (adaptive) and 

 optimizing. 

These classes are not disjoint, i.e. some parameter may belong to one and also the other class. Configuration 

parameters are used to configure the software according to the needs of users, while optimization parameters 

enable obtaining optimal results using some kind of software. 
 

II. CONFIGURATION PARAMETERS 

 Configuration parameters are most commonly used to adapt work environments to user needs. Modern 

operating systems are typical examples of such work environments, but this also includes environments for 

various processing such as: program creation, word processing, image processing, etc. A simple such 

environment is described in [21]. In order for such software to be used immediately after installation, its 

parameters are most assigned default values. The user usually has the ability to change some parameters and 
adjust the environment to their needs. In fact, commands usually change properties, and each property is 

expressed through one or more parameters. According to [20], software properties are created at the design, 

translation or execution stage. One property can have several sub-properties. For example, in Windows 10, 

during execution, the settings command is used to adjust certain properties by changing the values of the 

parameters that determine the property. One type of parameters in Windows operating systems are environment 

variables that can be changed directly by the user. The default values of the configuration parameters are usually 

set by top experts and usually a smaller number of them need to be changed. We will not consider this type of 

parameter further. 
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III. OPTIMIZATION PARAMETERS 
 The class of optimization parameters consists of the parameters of specific software applications. Some 

authors only mean this type of parameter by software parameters. These parameters are related to performance, 

security, robustness and other properties of the software. Setting these parameters is more important than setting 

the configuration ones because it usually depends on what results will be obtained and whether they will be 
obtained at all. In [8], concrete examples show how even small changes in parameter values can lead to poor 

results. Setting optimization parameters is usually done during software execution. However, it can also be 

performed during software testing and then the initial parameter values are changed. For the problem to be 

solved, it is important to determine the optimal values of the parameters, i.e. values for which the best solution, 

to the problem to be solved, will be obtained. Therefore, significant attention of researchers has been paid to 

finding the optimal configuration of parameters. According to Eiben et al. [10] there are two approaches to 

setting parameters: 

1. parameter tuning or  

2. parameter control 

 These approaches practically introduce two classes of parameters and it can be said that this is the most 

common classification accepted by many authors [2], [3], [25], [27]. Thus, by using this classification, two 
classes of parameters are determined: tuned and controlled 

 The tuning parameter is based on the procedure of finding values for parameters before running the 

algorithm for given problem. In parameter tuning, once the parameter values are selected, these values remain 

fixed during the run of the program. In parameter control, a set of initial values are selected and changed during 

the program run according to some strategies. Software based on parameter tuning consists of two parts: the first 

part in which the selection of parameters is performed and the second part in which the algorithm for a given 

problem is implemented. These parameters are, in fact, static set parameters. The second type consists of 

parameter control, which, after the initial setting, can be changed during the implementation of the algorithm. 

The parameters selected in this way can be called dynamically set parameters. 

 However, we will introduce here a more detailed classification of parameters (a somewhat modified 

classification listed in [7]) considering the convenience of the software for end user, i.e. easy to use. So, we can 

distinguish the following classes of parameters: 
 

 (1) Fixed in advance (pre-fixed) 

 (2) Pre-adjusted (pre-set) 

 (3) Dynamic adjustable 

 (4) Automatic tuned in advance 

 (5) Automatic and dynamic adjustable 

The parameters from classes (1), (2) and (4) belong to the class of statically set parameters, while (3) and (5) 

belong to the class of dynamically set parameters. 

(1) Fixed in advance 

This type of parameter is usually represented by constants and their values are set before compiling the program. 

For example, in a Java program, three fixed parameters can be defined and set as follows: 
 
………   

class Apl   

{  

    final int PAR1 = 55;  

    final int PAR2 = 102;  

    final double PAR3 = 2.56;  

    ……… 

 } 

If we want to change the value of a parameter, the program must be recompiled. This way of using parameters is 

impractical - it can be found in student programs, but almost never in professionally made software. 

(2)  Pre-adjusted   

In this case, the parameters are variable and their values are set during program execution. Usually, when 

starting the program, the user is first asked to set values of parameters, and then the main part of the application 

is executed. Problems arise here if the parameters are not set well, the application may not generate results at all. 
It often happens that practically useless results are obtained. Fig. 1 shows the panel for setting the parameters for 

the application of the genetic algorithm (GA). We see that there are a dozen parameters that the user needs to set 

before executing the application. Good knowledge of genetic algorithms is required to set optimal parameter 
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values. So, expert knowledge for GA is desirable. As a rule, in evolutionary algorithms, especially in genetic 

ones, a larger number of parameters appear, which stimulated research related to software optimization 

parameters in general ([25], [2], [4], [23]). 

 

 
Fig 1. Panel for setting the parameters for the application of the genetic algorithm (GA) 

 

(3)  Dynamically adjustable 

The characteristic of this type of parameters is that the user can change the initial setting of parameters during 

the execution of the application. In this case, the help of an expert to select the optimal parameter values is 

suitable also. 
 

(4)  Automatic tuned in advance 

Automatic tuned parameters in advance are set before execution of application without user intervention and 

cannot be reset during application execution. In this case, the help of an expert is not necessary, but the methods 

of artificial intelligence are used to set the parameters. 

 

(5) Automatic and dynamic adjustable 

Automatic and dynamic adjustable parameters are set without user intervention and their values can be changed 

depending on the program flow. Here, too, the methods of artificial intelligence are used to set parameters. The 

parameters described in sections 3.1, 3.2 and 3.4 belong to the group of statically set parameters, while the 

parameters described in 3.3 and 3.5 are dynamically set. 

 Any kind of parameters should be set so that the software generates optimal results. If such a parameter 
setting exists, we will call it the optimal setting. A number of questions can be asked about setting parameters. 

Can we get the optimal setting and meet other software requirements? Which class of parameters to choose for a 

specific problem? Does the choice of parameters affect the efficiency of the program, etc.? We will consider 

some of these questions in section 5. 

 

IV.  RELATED WORK 

A considerable amount of research has been devoted to setting software parameters. Paper [2] and [3] 

concerned to search-based software engineering (SBSE) techniques for setting parameters. The authors 

performed empirical analysis on parameter tuning in SBSE analyzing data from more than a million experiments 

and confirmed that tuning has a critical impact on algorithmic performance. SBSE is a general approach to 

software engineering in which search based optimization algorithms are used to address different problems in 
software engineering. 

In [6], a method for permanent parameter tuning of optimization algorithms is described. Mathematical 

formalization of parameter tuning problem and meta-model are described too. The proposed method of 

permanent parameter tuning was implemented in the automated parameter tuning system allowing: get optimal 

strategy or set the effectiveness value of the strategy. 
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The paper [5] contains a description of a new software tool, called Segmentation Parameter Tuning 3 

(SPT3).Segmentation is procedure to split the image into discrete meaningful objects and it is used in GEOBIA. 

SPT3 is designed for automatic tuning of segmentation parameters based on a number of optimization 

algorithms using different quality metrics as fitness functions. 

In [9] a method for setting parameter values based on software testing and machine learning is 
described. Three Mixed Integer Linear Programming (MILP) solvers with a large number of parameters were 

considered: GLPK 4.11, CBC 1.01 and CPLEX 9.0. The proposed method (called STOP) allows the values of 

parameters to be found much better than the default ones using a relatively small number of optimization trials. 

[11] and [12] contain a description of the procedure in the integration of existing software into 

autonomic frameworks. The process takes place in three phases: automating the identification of tuning 

parameters, rearchitecting to centralize and expose them, and combining these two capabilities to facilitate the 

integration of existing software into autonomic frameworks. The paper [11] emphasizes the first phase. 

Parameters (both known and unknown) are identified in the code using static analysis and pattern matching 

techniques. Software Tuning Panels for Autonomic Control (STAC) project is developed to assist in the 

transition to more autonomic control. The proposed methodology has been successfully applied to large, open 

source Java systems.  
The paper [13] contains a description of the methodology for setting software parameters based on the 

use of probabilistic reasoning and decision-making techniques that have been developed by researchers in 

artificial intelligence, operations research, and other related fields. 

In [14], automatic parameter tuning for big data analytics frameworks (BDAF), such as Hadoop 

MapReduce, Spark, and Dryad, is proposed. These frameworks feature a large number of configuration 

parameters to users. AutoTune – an automatic parameter tuning system that aims to optimize application 

execution time on BDAF is presented. Subtle techniques related to big data, related to machine learning, have 

been used in this system. 

The description of the BestConfig system for automatically finding the best configuration setting is 

presented in [15]. BestConfig (designed with an extensible architecture) uses the divide-and-diverge sampling 

method and the recursive bound-and-search algorithm to automate the configuration tuning for general systems.  

  In [16] iTuned, a tool that automates the task of identifying good settings for database configuration 
parameters, is depicted.  

The trade-offs between exact and approximate optimizers for solving a quality-based software selection 

and hardware mapping problem, from the scalability perspective, is considered in [18]. 

 

V.  ACHIEVEMENTS AND CHALLENGES RELATED TO PARAMETER SETTING. 

The quality of the software significantly depends on the parameters. The existence of parameters 

contributes to the flexibility of the software. The possibility of determining the optimal parameter setting is 

especially important. Unfortunately, it is not possible to determine the optimal parameter setting for any 

problem. It has been mathematically proven in the No Free Lunch (NFL) theorem [24]. In [3], it was explained 

how NFL theorem refers to algorithms with different parameters. “On average, all algorithms perform equally 

on all possible problems. For any problem an algorithm is good at solving, there always exist problems for 
which that algorithm has worse performance than other algorithms. Because the same algorithm with different 

parameter settings can be considered as a family of different algorithms, the NFL theorem applies to tuning as 

well. However, the NFL is valid only when all possible search problems are considered.” Although we cannot 

find the optimal setting of the parameters, the fact is that different solutions of the source problem are obtained 

for different parameter settings, or are not obtained at all. Is it possible to determine a parameter setting that is as 

close to optimal as possible? Many researchers have dedicated themselves to solving this problem and have 

developed various methods for finding "near optimal parameter settings" ([6], [13], [16], [17], [18], [2]).  

 Various solutions are offered in which, first of all, the parameters described in sections 3.4 and 3.5 are 

used. In both cases the parameters are set automatically, but different techniques are used to set the parameters. 

The tuning parameter refers to the parameter from section 3.4, while the control parameter applies to the 

parameters from section 3.5. The question that arises is: "Which approach is better, parameter tuning or 
parameter control?" This question is considered in detail in [27] for evolutionary algorithms. The conclusion is: 

([27]) ”An obvious answer would be that both have their own strength and weaknesses, so general claims about 

the superiority of one of the two would be wrong. However, the best static parameter values will never be better 

than the best scheme that changes them on the fly. Since, in principle, keeping parameter values static is just a 

special case of parameter control in which the parameter values do not change.” This holds ln general for 

automatic parameter setting. It can be concluded that the control parameter is a powerful way to set the 

parameters. However, this way is insufficiently researched or applied in practice. There are three mechanisms 

for changing parameter values: deterministic, adaptive or self-adaptive ([28]). We will not deal with problems 
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related to parameter control here, and some of recent results in this area can be found in [27], [28] and [29]. 

Results of EA research related to parameter control can be applied in other areas. 

                    Unlike parameter control, significantly more results have been obtained by studying parameters 

tuning. According to [27], depending on the techniques used, there are four approaches to parameters tuning: 

sampling methods, model-based methods, screening methods, and meta-randomized search algorithms. We will 
not consider here the various techniques used to adjust the parameters. In order to present some problems that 

occur with parameter tuning, we will describe in general the most common way of tuning parameters. Adopting 

the terminology from [17], we denote by A target algorithms, i.e. an algorithm with n parameters whose 

performance should be optimized by using a given set of training instances I. Different problem instances 

require different parameter configurations and the goal is to determine an almost optimal setting or each 

instance. Denote by B an algorithm used to tune parameters of A and refer to it as the configurator. Algorithm B 

defines a meta software (meta software is software operating on software) for setting the parameters. Let p = 

[p1, p2,…, pn] be a configuration of parameters where pi ϵ[ai, bi], {i=1,n}. This determines the parameter 

configuration space Q and we can present it with a Cartesian product (b1 −a1) x(b2 −a2)x ··· x(bn –an).The space 

Q is huge and evaluating all possible parameter combinations is infeasible in practice. Therefore, various 

heuristics are used to search for approximately optimal parameter configurations. Denote by F(p) a performance 
metric function which measures the worth of the parameter tuning of algorithm A through a series of instances. 

The automated parameter tuning problem boils down to an optimization problem that seeks pϵQ to minimizes 

F(p). The function F(p) is a meta function on p (calculated via algorithm B) and, as a rule, is very complicated 

to calculate. For the known algorithm A, the execution of algorithm B is usually done by choosing a set of 

training instances I, a set of testing instances T and determining the configuration pϵQ which minimizes the 

function F(p) to measure the performance of algorithm A on a given set I. The set of instances T is used to 

execute algorithm A using the p configuration. 

                     Finding an almost optimal configuration p requires extensive calculations ([2], [3], [25]) so that 

executing meta software can take much longer time than executing target algorithm A. Therefore, various 

methods of artificial intelligence (machine learning, heuristics) are used to memorize certain data and reduce 

calculations. [1] contains a description the Self-Adapting Numerical Software (SANS) that mediates between 

the application program and the computational platform. The main component of SANS is the Intelligent Agent 
(IA) that automates the selection method based on data, target algorithm and system attributes. IA determines 

parameters using heuristics. To make the choice of parameters to be optimal, computing platform characteristics 

are also taken into account. Here the parameters are adjusted automatically, but the choice is narrowed only to 

numerical software. This choice of parameters cannot predict the time required to execute the program because 

the library could be very rich and it is not known which method will be used. 

                        A new problem arises here: limited search budget. The question is: when to stop the search if it 

takes too long? The time required to execute the program is usually limited. If the problem is such that the 

search cannot be completed in the available time, instead of automatically setting the parameters, it may be more 

rational for the user to set the parameters himself as in sections 3.2 and 3.3. It is possible for a certain number of 

parameters to be fixed by the end user, and for the remaining parameters to be generated automatically ([2], [3]). 

 

VI. CONCLUSION 

The use of parameters is inevitable in modern software. The parameters contribute to software 

flexibility and the comfort of work environments for users. Depending on the type of software, the division of 

parameters into configuration and optimization is proposed here. Optimization parameters are more significant 

and there is a large amount of research related to these parameters. These parameters can be further classified 

and one classification was proposed in Section 3. The main criterion was the ease of use of the software 

depending on the parameters. If the user has to set the parameter values himself, the software is more 

inconvenient and vice versa, if the parameter values are generated automatically, the software is more 

convenient to use. This classification to some extent coincides with the previously introduced division of 

parameters into tuned and controlled. Problems related to parameter tuning and parameter control have been 

intensively studied in the previous dozen years and significant results have been obtained, especially for 
parameter tuning. These results directly relate to the classes of parameters listed in Section 3, which are 

discussed in more detail in Section 5. Of interest for further study may be the case where the user can fix the 

values of some parameters, while the values of other parameters are determined automatically. 
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