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ABSTRACT: Word search is a part of Information Retrieval, one of the models is Vector space model. VSM has 
effectiveness in word search because the search results are based on similarity of vectorquery and document 

vector. This study implements the VSM Algorithm in stages: preproccessing text using 4 stages, weighting terms 

using the TF-IDF method, and ranking using the Cosine Similarity method, testing the system with Recall & 

Precision. 
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I. INTRODUCTION 

Word search is one part of Information Retrieval that deals with retrieving information from documents 

based on the content and context of the documents themselves. Information Retrieval is the science of searching 

information on documents, searching for documents themselves, searching in databases for text, sound, images, 

or other data. 

 There are three models used in information retrieval, the first is Probabilistic model, the example of 

this model is the application of Bayes theorem in a probabilistic model, the second is Set-theoretic models, the 
example of this model is Standard Boolean and the last is Algebratic model, the model represents documents 

and queries as vector similarity between vector documents and vector queries. Examples of this model are 

Vector space models. From three models of information retrieval, Algebratic models with examples of models 

Vector space model is the simplest model in word search, has proven to have effectiveness in word search by 

displaying search results based on similarity of vector queries and vector documents. Vector Space Model is an 

IR model that represents documents and queries in the form of a dimensional vector. The basic concept of VSM 

is to calculate the distance between documents and then sort them based on their proximity. The smaller the 

distance between documents, the more similar they [4]. While according to Amin [2], the VSM method was 

chosen because the way this model works is efficient, easy in representation and can be implemented in 

document matching. Based on this information, the author uses the Vector Space Model (VSM) approach as a 

word search model in the Al-Qur'an translation. 

 The Qur'an has a total of 30 chapters, 114 letters and 6,236 verses. In this case the author conducted 
research as many as 13 juz, with 15 letters and 1,803 verses, namely from Surah Al-Fatihah verse 1 - Surah Al-

Hijr verse 1 which has 28% content of the Al-Qur'an. Vocabulary in Al-Qur'an experiences many repetitions, 

especially in Surah Al-Baqarah which has 80% of Al-Qur'an vocabulary and 20% in other surahs. In this study, 

the author uses the Al-Qur'an text source and the translation from the Tanzil.net website. Tanzil is an 

international project, which is not incorporated into a sect, organization, or country that was launched in early 

2007 to produce Unicode-verified Al-Qur'an text that functions in the Al-Qur'an website and application.  

The hope of this study is the achievement of a search for the entire vocabulary in the Al-Qur'an which 

is supported by the Recall & Precision test which serves as a measure of the accuracy of the system in 

generating a suitable search. 
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II. LITERATURE REVIEW 

2.1. Information Retrieval 

System According to Salton [2], the information retrieval system is a system that retrieves information 

that is appropriate to the user's needs of the information collection automatically. The working principle of the 

information retrieval system if there is a document and a the user who formulates a question (request or query). 
The answer to that question is a collection of relevant documents and discarding irrelevant documents. The 

information retrieval system will take one of these possibilities. The information retrieval system is divided into 

two main components, namely the indexing system to generate a system database and retrieval is a combination 

of user interface and look-up table.The information retrieval system is designed to find documents or 

information needed by the user. 

There are three models used in information retrieval, the first is Probabilistic model, the example of 

this model is the application of Bayes theorem in a probabilistic model, the second is Set-theoretic models, the 

example is Standard Boolean and the last is Algebratic model, the model represents the document and query as 

vector similarity between vectors and vector queries. Examples of this model are Vector space models [4]. 

 

2.2. Vector Space Model (VSM) 
According to Baeza [2] Vector Space Model (VSM) is a method to see the level of closeness or 

similarity of terms by means of weighting terms. Documents are seen as a vector that has magnitude and 

direction. In the Vector Space Model, a term is represented by a dimension of vector space. The relevance of a 

document to a query is based on similarity between document vectors and query vectors. 

 VSM provides a partial matching framework is possible. This is achieved by assigning non-binary 

weights to index terms in queries and documents. The term weight is finally used to calculate the level of 

similarity between each document stored in the system and the user's request. Documents taken are sorted in a 

sequence that has similarities, the vector model takes into account the consideration of documents relevant to 

user requests. The result is a collection of documents that are taken far more accurately (in the sense that they 

are in accordance with the information needed by the user) [2]. 

The stages for VSM are: 

1. Term Weighting 
The first step in calculating VSM is Weighting Term Frequency Inverse Document Frequency (TFIDF), which 

combines two concepts for calculating weights, the frequency of occurrence of a word in a document (TF) and 

Inverse.  

                                                  (1) 

2. Calculating Cosine Similarity 

Through VSM and TFF weighting, a representation of the numerical value of the document will be obtained so 

that the proximity between documents can be calculated. The closer two vectors are in a VSM, the more similar 

the two documents are represented by the two vectors. Similarities between documents can be calculated using a 

similarity measure function. This size allows the ranking of documents according to their similarity or relevance 
to the query. Cosine Similarity or Sim (q, dj) is used to evaluate the level of similarity or similarity of 

documents (dj). related to query (q) as a correlation between vector dj and q [2]. 
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3. Recall & Precision 

Precision is the proportion of documents taken by the system that are relevant. Recall value is the proportion of 

relevant documents taken by the system. 

 

Recall = (number of relevant documents found) / (number of relevant documents in the collection)(3) 

 

The highest recall value is 1, which means that all documents in the collection have been found. Precision is 
defined by finding only relevant documents in the collection. [7] 

 

Precision = (number of relevant documents found) / (number of documents found)          (4) 

The highest precision value is 1, which means all documents found are relevant. [7] 

 

III. METHODOLOGY 

3.1. Requirements Planning Phase In this phase the author takes the following steps:  

a. Identify the purpose of making the application 

b. Analyze application requirements.  
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c. Make application features that will be created.  

3.2. Design Process Phase (Workshop Design) In this phase the author takes the following steps: 

a. Designing a database, is the design of tables needed in data processing. These tables will be 

implemented into databases, which use the MySQL program.  

b. Design the system using UML. Yaitain design about what processes are needed by the system. Then 
change it to an algorithm that can be implemented into the program. 

c. Designing an interface, which is the display that will be shown to the user and is expected to be easy to 

use.  

3.3. Implementation (Implementation System) In this phase the author takes the following steps:  

a. Make programming and implement VSM into programming with the best algorithms.  

b. Test the system to check whether the program is running well or there are still errors in the coding or the 

system. 

 

 
Fig. 1 Sequence Diagram 

 

IV.  DISCUSSION AND RESULT  

4.1. Translated Search Application al-Qur'an juz 1-13  
In running this application, the first step that must be done is textpreprocessing in the database 

id_indonesian that is a database containing al-qur'an translation from juz 1-13 whose results are stored in the 

tm_id_indonesian database. This process is carried out with 4 stages, namely Case Folding, Tokenizing, 

Stopword Removal, and Stemming. 

 

4.2. TermWeighting & Vector Space Model (VSM) 

In this process, there are several calculations with different formulas. The first step in this calculation is to 

calculate the distance of the Query and each document (paragraph). The trick is to calculate | q | * | aj |, q as the 

query (input from the user) and aj is the paragraph containing the query. 
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Fig. 2 Example Calculation of CosSim-distance Query 

 

4.3. Recall and Precision 

Testing is done with 10 keywords in the search process just limited to juz 1. Using keywords with 1 

term (hereafter, shaitan, reward, prayer), 2 terms (inhabitants of hell, Banu Israel, recipients of repentance, 

Baitul Maqdis), and 3 terms (creators earth sky, jewish and Christian). The basis for query retrieval is the 

Convenience Sampling method, where the researcher assumes that the words at the top are often used, while the 

bottom is rarely used. 

 

Table 1. Recall and Precision Result 

No Query Recall Precision 

1 Syaitan 100% 100% 

2 Shalat 100% 100% 

3 Pahala 100% 100% 

4 Bani Israil 100% 100% 

5 Yahudi dan 

Nasrani 

100% 100% 

6 Akhirat 100% 83,3% 

7 Baitul Maqdis 100% 50% 

8 Penghuni Neraka 100% 42,8% 

9 Penerima Taubat 100% 37,5% 

10 Pencipta Langit 
Bumi 

100% 22,2% 
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Fig. 3. Recall and Precision Chart 

 

To calculate the recall by dividing the number of relevant documents found with the number of relevant 

documents in the collection. And to calculate precision by dividing the number of relevant documents found 

with the number of documents found. 

 

V. CONCLUSION 

The conclusion that the implementation of VSM for word search on the Al-Qur'an translation through 

the first stage is preproccessing prostextext which uses 4 stages, namely case folding, tokenizing, filtering, 
stemming (porter stemmer algorithm) and term weighting (TF-IDF method) which serves to maximize search 

result. And the process of similarity (cosine similarity) serves to get the match of the paragraph with the query 

and the distance for sorting. 

The application system is able to search the translation of the Qur'an and display the search results 

accompanied by the results of calculations using the VSM Algorithm and sort them by ranking. The results of 

recall & presicion testing shows that the search results have an average 100% recall of the system can produce a 

complete paragraph that has a query . 
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