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Construction of Canonical Polynomial Basis Functions for 

Solving Special N
th

-Order Linear Integro-Differential Equations 
 

1
Taiwo O. A and 

2
Raji M. T 

1Department of Mathematics, University of Ilorin 
2Department of Mathematics and Statistics, The Poly., Ibadan 

   

Abstract:  The problem of solving special nth-order linear integro-differential equations has special importance 

in engineering and sciences that constitutes a good model for many systems in various fields. In this paper, we 

construct canonical polynomial from the differential parts of special nth-order integro-differential equations and 

use it as our basis function for the numerical solutions of special nth-order integro-differential equations. The 

results obtained by this method are compared with those obtained by Adomian Decomposition method. It is also 

observed that the new method is an effective method with high accuracy. Some examples are given to illustrate 

the method. 

 

Keyword:  Integro - differential equation, canonical polynomial, differential, collocation method  

 

I. INTRODUCTION 
Integro - differential equation is an equation which involving both differential and integral equation. 

This type of problem arise in Science and Engineering because of complexity of this problem, we discover that 

in order to get an exact or analytical solution of the problems, numerical analyst are now to developed interest in 

this area and this motivated the researcher to study this class of problem. The Canonical Polynomial established 

by Liao [11-15] is thoroughly used by many researchers to handle a wide variety of scientific and engineering 

applications: linear and nonlinear, and homogeneous and inhomogeneous as well. It was shown by many authors 

[1, 5, 7, 8, 9, 21, 22] that this method provides improvements over existing numerical techniques. The method 

gives rapidly convergent series solution approximation of the exact solution if such a solution exists. Taiwo [23] 

motivated this researcher work due to some properties of Canonical polynomials reported in the work that: 

(i) Canonical Polynomial can be generated over any given interval of consideration; 

(ii) It can be easily programmed; and 

(iii) It can be generated recursively. 
Without loss of generality, the researcher considers special nth-order linear integro-differential equation (IDE) of 

the form: 

              dttytxKxfxyxPxy p
b

a
i

j

j

n

j

n ,
1

0
 





     (1) 

   0aay  ,       1

1

1 ,. 

 
n

n aayaay       (2) 

 

where ,ia are real constants, pn, are positive integers,    xPxf j, and  txK , are given smooth 

functions, while  xy  is to be determined. 

Eq. (1)- (2) occur in various areas of engineering, mechanics, physics, chemistry, astronomy, economics, 

potential theory, electrostatics, etc. Many methods are usually used to handle the high-order IDE (1)-(2) such as 

the successive approximations, Adomian decomposition, Homotopy perturbation method, Taylor collocation, 

Haar Wavelet, Tau and Walsh series methods, Monte Carlo Method, Direct method based on Fourier and block-

pulse functions, etc. [2-4, 6, 10, 16-17, 21-25], but due to the problems encountered by some of these authors in 
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integrating complex functions like 
2xe

,
cose   etc,  then the method serves as an advantage. 

 

Significant of the study 
The construction of a new basis called Canonical polynomials applied to the linear and non-linear problems  

That a good choice of basis plays an important role in both the accuracy and efficiency of a collocation method 

is well-known in the literature. The extension of Canonical polynomials as a new basis for collocation method is 

examined and the following observation were obtained. Canonical polynomials provide some computational 

advantage, among which are the following; 
They are generated by a single recursive formula. 

They are independent of the interval of consideration. 

They are independent of the associated conditions. 

They ensure highly stable method (A-stability) and optional order accuracy. 

One major advantage of the approach is that it is easily friendly to error estimation. 

We obtained that non linear problems are solved using the collocation method in terms of canonical polynomials 

for the sequence of linearized approximate problems. The Newton’s linearization process is used which 

guarantees a quadratic convergence rate of the iteration. 

We also obtained that the method provides the solution in a rapidly convergent series with components that are 

elegantly computed. 

With all these observation, the researcher conclude that canonical polynomial plays important role in term of 

accuracy and efficient. 
 

II. CONSTRUCTION OF CANONICAL POLYNOMIAL 
From the general equations, stated in (1)-(2), we define D as follows; 

     

 
          

For the case n = 3, we define our operator as: 

    012

2

23

3

3 P
dx

d
P

dx

d
P

dx

d
PL   

    i

i xxL   

   iiiii xPixPxiiPxiiiPLx 0

1

1

2

2

3

3 1)2)(1(  
 

        xLPxiLPxLiiPxLiiiPxLL iiiii   0112233 )(1)()2)(1(  

     xPxiPxiiPxiiiPx ioiii

i   )(1)()2)(1( 112233  



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  

 

Page 3 

       0;0,)()2)(1(1)(
1

0332211

0

  PixiiiPxiiPxiPx
P

x iii

i

i         (4) 

For i = 0:      
0

0

1

P
x   

For i =1:      
2

0

1

0

01

0

1 )(
1

P

P

P

x
xPx

P
x   

For i = 2:     
2

0

2

3

0

2

1

2

0

1

0

2

0211

2

0

2 2222)(2
1

P

P

P

P

P

P
x

P

x
xPxPx

P
x   

For i = 3: 

    

2

0

3

2

0

2

4

0

3

1

3

0

2

1

2

0

1

2

0

3

3

031221

3

0

3

66663
)(

)(66)(3
1

P

P

P

xP

P

P

P

xP

P

Px

P

x
x

xPxPxPx
P

x





 

For i = 4: 

 

    













3

0

2

2

2

0

3

2

0

2

2

3

0

31

4

0

2

2

1

5

0

4

1

4

0

3

1

3

0

2

1

2

2

0

1

3

0

4

132231

4

0

4

24241248722424124

)(2412)(4
1

P

P

P

xP

P

Px

P

PP

P

PP

P

P

P

xP

P

Px

P

Px

P

x

xPxPxPx
P

x

  

Thus, from equation (4), we obtain the following 

 

 

 

.

.

.

,244)(

,3)(

,2

,1

,1

34

4

23

3

2

2

1

0











xxx

xxx

xxx

xx

x

 

etc. 

 

For the case n = 4, we define our operator as: 

  012

2

23

3

34

4

4 P
dx

d
P

dx

d
P

dx

d
P

dx

d
PL   

    i

i xxL   

  iiiiii xPixPxiiPxiiiPxiiiiPLx 0

1

1

2

2

3

3

4

4 1)2)(1()3)(2)(1(  
 

      

 xLPxiLP

xLiiPxLiiiPxLiiiiPxLL

ii

iiii









011

223344

)(

1)()2)(1()()3)(2)(1(
 

     xPxiPxiiPxiiiPxiiiiPx ioiiii

i   )(1)()2)(1()()3)(2)(1( 11223344  

      ,)()3)(2)(1()()2)(1(1)(
1

44332211

0

xiiiiPxiiiPxiiPxiPx
P

x iiii

i

i  

         0;0 0  Pi           (5) 
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For i = 0:      
0

0

1

P
x   

For i =1:      
2

0

1

0

01

0

1 )(
1

P

P

P

x
xPx

P
x   

For i = 2:     
2

0

2

3

0

2

1

2

0

1

0

2

0211

2

0

2 2222)(2
1

P

P

P

P

P

P
x

P

x
xPxPx

P
x   

For i = 3: 

    

2

0

3

3

0

21

2

0

2

4

0

3

1

3

0

2

1

2

0

1

2

0

3

3

031221

3

0

3

666663
)(

)(66)(3
1

P

P

P

PP

P

xP

P

P

P

xP

P

Px

P

x
x

xPxPxPx
P

x
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

 

For i = 4: 
 

    

]
24242424

2424122424482424124
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)(2412)(4
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2

0

4

3

0
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0

3

3

0

2

2

4

0

2

2

1

3

0

1

2

0

2

2

3

0

3

3

0

2

4

0
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5

0

3

1

4

0

3

1

3

0

2

1

2

2

0

1

3

0

4

132231

4

0

4

P

P

P

PP

P

xP

P

P

P

PP

P

xP

P

Px

P

P

P

xP

P

PP

P

P

P

xP

P

Px

P

Px

P

x

xPxPxPx
P

x







 

 

Thus, from equation (5), we obtain the following 

 

 

 

etc

xxx

xxx

xxx

xx

xn

.

.

,4)(

,3)(

,2

,1

,1

34

4

23

3

2

2

1











 

Let )(xy be the exact solution of the integro-differential equation, 

       ,, xfdttytxmxDy
b

a
    bax ,

    (6)
 

with 

             ,
1

1211

j

v

m

m

jm

m

jm dbycayc 



 ,,...,1 vj 

                   (7)
 

where  xf and  txm ,  are given continuous functions 
21 ,,,, jmjm ccba

 
and jd some given constants. 

 

III. MATRIX REPRESENTATION FOR THE DIFFERENT PARTS 

Let     ,...,: 10 xvxvV   be a polynomial basis by ,: XVV  where V is a non-singular lower 

triangular matrix and degree    ,ixvi   for ,....2,1,0i . Also for any matrix P, 
1VPVPv . 

Now we convert the Eq. (6) and (7) to the corresponding linear algebraic equations in three parts; (a), (b) and 

(c). 

(a).  Matrix representation for )(xDy : 
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Ortiz and Samara proposed in [18] an alternative for the Tau technique which they called the 

operational approach as it reduces differential problems to linear algebraic problems. The effect of 

differentiation, shifting and integration on the coefficients vector 

,...)0,0,~,....,~,~(:~
10 nn

aaaa 
 

Of a polynomial 
Xaxu nn

~)( 
is the same as that of post-multiplication of n

a~ by the matrices , and 

i respectively, 

,~)(
Xa

dx

xdu
n

n 
 

Xaxu nn ~)( 
        and  

x

nn Xiadttu
0

~)(
 

where 

.

...

...

...

.........
2

100

...10

,

...

...

...

.........

100

...10

,

............

...020

...001

......00























































 i  

We recall now the following theorem given by Ortiz and Samara [18]. 

 

(b).  Matrix representation for the integral term: 

Let us assume that 

),()(),(
0 0

tvxvmtxm ji

n

i

n

j

ij
 

    and .)()(
0

Vaxvaxy i

i

i 


    

 (8) 

Then, we can write 

,)()()()(),(
01 0 0

  

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
b

a

b

a
ij

n

i

n

j

iiij VaMdttvtvxvamdttytxm

     (9) 

 

where, 
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








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






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
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n

j jnnj
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j jnj

n

j jonj

n

j joj
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M




 

With, 


b

a
jji tvtv ),()( 1  for  j, .,...,0 nl   

(c). Matrix representation for the supplementary conditions: 

 

Replacing 





0
)()(

i ii xvaxy  in the left hand side of (7), it can be written as 

   


 





 
0 1

)1()2(1)1(

1

)1()2()1()1( ,)()()()(
i

v

m

j

m

ijm

m

ijm

v

m

m

jm

m

jm Babvcavcbycayc

              (10)

 

where for j = 1, …,v, 

 

 
























































v

m

m

vjm

m

vjm

m

m

jm

m

jm

jmjm

j

bvcavc

bvcavc

bvcavc

B

1

)1(

1

)2()1(

1

)1(

2

1

)1(

1

)2(1

1

)1(

0

)2(

0

)1(

)()(

)()(

)()(

       (11) 
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We refer to B as the matrix representation of the supplementary conditions and jB  as its jth  column. 

The following relations for computing the elements of the matrix B can be deduced from (10): 

 ,)()(
1

)1(

1

)2()1(

1

)1( 







 
v

m

m

vjm

m

vjmij bvcavcb  for ,,...,2,1, vji 
   (12) 

 

and, 

 ,)()(
1

)1(

1

)2()1(

1

)1( 







 
v

m

m

vjm

m

vjkmij bvcavcb  for .,...,2,1,...,2,1 vjvvi 
  (13) 

 
 

We introduce 
),...,,( 21 vdddd  , the vector that contains right hand sides of conditions. Then the 

supplementary conditions take the form 

.dBa 
          (14) 

 

It follows from (8) and (9) that 

  
b

a
v VMadtytxmxDy .)()(),()( 

                     (15)
 

Let   MM vv :  and viM  stands for its ith column and let  


n

i ii Vfxvfxf
0

)()(  with 

,...).0,0,,...,( 0 nfff  . Then the coefficient of exact solution Vay  of problem (6) and (7) satisfies the 

following infinite algebraic system: 















.,...,2,1;

,1;0

,,...,0;

vjdBa

niMa

nifMa

ij

vi

ivi

                             (16)

 

setting, 

,...),,,,...,( 101 vvv MMBBG   

and, 

,...),,,,...,( 101 ffddg v  

We can write instead of (16) 

.gGa 
          (17)

 

 

Remark: 

 For 0v and ,1)(0 xG Eq. (6) is transformed into a Fredholm  integral equation of second kind and for 

0 , it is transformed into a differential equation. 

 

IV. DESCRIPTION OF THE METHOD 
For the purpose of our discussion, we assume an approximate solution of the form 

       



N

i

iiN xaxy
0

     (18) 

Where ia are constants to be determined and i  are the canonical polynomials constructed above 

We write equation (1) in the form: 

        xVxfxDxy i

n    or    xIxD  ; ,...2,1i  (19) 

So that 

       



n

j

j

j xyxPxD
0

,   (20) 

          dttytxKxV
b

a , ,                 (21) 

and 
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          xVxfxI i     (22) 

Then, putting equation (18) into equation (1), we obtain 

           dttQatxkxfxQaxaxQa
N

i

ii

b

a

n

ii

N

i

j

n

j

N

i

n

ii 







00

1

00

,
   (23) 

  xa j are known functions to be supplied, 

 ia are unknown constants to be determined; 

  xi are canonical polynomial generated in section 2, 

together with the following conditions: 

     0

0

aaa
N

i

ii 


 

     1

0

' aaa
N

i

ii 


 

    
       1

0

1





  n

N

i

n

ii aaa
 

In equation (23) the integral part has to be evaluated after which the left over are then collocated at point 

kxx  , to obtain 

           dttatxkxfxaxaxa
N

i

ii

b

a
kkk

n

ii

N

i

kj

n

j

N

i

k

n

ii 







00

1

00

,
  (24) 

where, 

     
;

2




N

kab
axk

 3,...,1  Nk  

 Thus, equation (24) give rise to (N-3) algebraic linear system of equations in (N+1) unknown 

constants. The remaining equations are obtained using the boundary conditions stated in equation (2). 

These equations are then solved to obtain the unknown constants  0iai which are then substituted into 

equation (18) to obtain our approximate solution. 

Remark: all these procedure discussed above have been translated and the entire process is automated by the 

use of symbolic algebraic program MATLAB 7.9 and no manual computation is required. 

 

V. ERROR 
In this section, we have defined our error  as 

      xyxyxe NN  , 

 where  xy is the exact solution and  xyN is the approximate solution computed for various values of N. 

 

VI. NUMERICAL EXAMPLES 
In this section, we consider some examples of third and fourth order linear integro-differential equations. 

 

Reason:  
Because of frequent occurrence of problem in fluid dynamics and biological model in science and 

engineering we decided to pick some problem which are commonly used and compared the result obtained by 
analytic solution result available. 

 Mathematical modelling of real life, physics and engineering problems usually results in these classes. 

 Many mathematical formulations of physical phenomena contains integro-differential equation, these 

equations arise in fluid dynamics, biological models and chemical kinetics. 

 Integro-differential equations are usually difficult to solve analytically so it is required to obtain an efficient 

approximate solution. 

 Therefore the need of this study, and also to discuss the existence and uniqueness of the solutions for these 

classes of problems. 

 The present work is motivated by the desire to obtain analytical and numerical solutions to boundary value 

problems for high-order integro-differential equations. 

Example 1: Consider the third order linear integro differential equation 
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              


 2

2

sin
2



  dttytttytyxxxxyxyxxy

 

with the conditions 
        10,00,10  yyy  

and exact solution is    xxy cos . We use the absolute error to measure the difference between the 

numerical and exact solutions. In table 1 result obtained for N=6, 7, 8 are given with the exact solution. 

 

 
 

 
 

Example 2: Consider the third order linear integro differential equation 

                


 2

2

22cos22
2



  dttxytytttytyxxxxyxyxxy

with the conditions 
        00,00,10  yyy  

and exact solution is    xxy sin  
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Example 3: Consider the linear boundary value problem for the fourth-order integro differential equation. 

        dttyxyeexxy xxiv


1

0
31   bxa   

with the conditions 

          eyeyyy 21,11,10,10   

The exact solution of the above boundary value problem is   xxexy  1  
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VII. DISCUSSION AND CONCLUSION 
In this paper, Canonical polynomial has been successfully used as a basis function for the numerical 

solution of special nth-order integro-differential equations. The solution obtained by means of the canonical 

polynomial is an infinite power series for appropriate conditions, which can be in turn, expressed in a closed 

form. The results obtained here are compared with result of Sezer and Gulsu [21] and revealed that Canonical 
polynomial is a powerful mathematical tool for the numerical solutions of special nth-order linear integro 

differential equations in terms of accuracy achieved. 
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Abstracts: The rising cost of energy and environmental concerns are leading the petrochemical industry to 

search for methods of reducing energy consumption in refinery operations. To address this issue the research 

presented in this paper explores retrofit design for increasing the energy efficiency of Crude Distillation Units 

(CDUs). The case study presented uses monitored plant data from the preheat section of the CDU in a Refinery 

in the Niger Delta region of Nigeria, West Africa.  Aspen Energy Analyser® software developed by Aspen 

Technologies is used in the analysis of this data. The research findings suggest that a retrofit design eliminating 

all cross pinch heat exchangers is the best retrofit design in terms of improving the energy performance of 

CDUs. There was an 84.62% and 92.31% reduction in the number of the heat exchangers used and the number 

of shells respectively. There were 16.57%, 2.74%, and 13.98% reductions in the operating cost, capital cost, and 
total cost respectively. 3.68% of the area became available for heat transfer. These gains were achieved despite a 

12.27% increase in the heating demand. This design is therefore recommended to be applied after additional 

cost consideration. 

 

Keywords:  Aspen Energy Analyser®, Cross Pinch Heat Exchangers, Heat Exchanger Network, Retrofitting. 

 

I. INTRODUCTION 
Retrofitting heat exchanger networks falls under the broad category of research known as process 

integration. Process integration started as heat integration. Interest in which initially arose due to energy crisis in 

the 1970’s. Process integration now includes several methods of combining processes to reduce the consumption 

of energy or other resources or harmful emissions to the environment [1]. The beginning of research in process 

integration is traced to Hohmann [2]. However, Hohmann’s research was not pursued until Linnhoff and Flower 
developed Hohmann’s work and in 1977 developed Pinch technology – the technique on which most heat 

integration applications are performed today [1, 3].  In a comprehensive review of the subject matter from 1975 

– 2008, Morar & Agachi [3] identified Linnhoff, Floudas, Grossmann, Morari, Yee, Ciric, Saboo, Mathisen, 

Asante, Smith, Aguilera, and Marcheti as the most significant contributors to heat integration research. This is 

because their works signifies a turning point in the heat integration research field – with them came the 

introduction of pinch technology, mathematical programming techniques, and insights into the dynamic 

behaviour of heat exchanger networks. Also, their works are mostly cited by other researchers in the field as 

they extend, improve and make practical application of their research. A review of the literature shows that the 

heat exchanger retrofitting problem could be solved using either of or a combination of the following 

techniques: Pinch analysis technique [4, 5, 6, 7, 8]; Mathematical Programming Technique [9, 10, 11, 12]; 

Combination of Pinch analysis & Mathematical programming technique [13, 14]; Simulated Annealing and 

Genetic Algorithm technique [15, 16, 17, 18, 19, 20, 21]; and Path analysis technique [22]. The reader may 
consult the cited authors for a full discussion of these techniques. This research uses monitored plant data from 

the preheat section of the Crude Distillation Unit (CDU) of a Refinery to demonstrate that a retrofit design 

eliminating all cross pinch heat exchangers is the best retrofit design for a heat exchanger network with gross 

pinch rule violation. The case study was taken from a refinery in the Niger Delta region of Nigeria, West Africa, 

and as pointed out by Ajao and Akande [23], almost all industrial equipment stock in Nigeria were imported 
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during the era of cheap energy, hence they are energy inefficient. True to this statement, serious pinch rule 

violations were noticed during the analysis. Aspen Energy Analyser® of Aspen Technologies Limited was used 

for the analysis. The software combines pinch technology and mathematical programming to provide an 

automatic retrofit design for heat exchanger networks. Retrofitting was recommended after the analysis of the 

heat exchanger network. The retrofit design eliminates cross pinch heat exchangers. 

  

II. MATERIALS AND METHODS 

A. Process mapping  

The study is mainly concerned with the preheat section of the 

Crude Distillation Unit (CDU) of a refinery in Port Harcourt Nigeria. The heat exchangers and process streams 

involved in crude preheating as the crude flows from storage to the distillation column are shown in Fig. 1. The 

process consists of 11 streams – 3 cold streams and 8 hot process streams. The cold streams are heated by 24 

heat exchangers from a temperature of about 29.9OC to 344OC before it enters the distillation column where the 

components are separated. The cold streams include the crude from storage stream, the desalted crude stream, 

and the pre-flashed crude stream. 8 hot process streams are used to preheat the cold streams, these includes 

atmospheric residue, stripped kerosene, stripped Light Diesel Oil (LDO), stripped Heavy Diesel Oil (HDO), 

Heavy Vacuum Gas Oil (HVGO), and the 3 Pump Around streams – Top Pump Around, Kerosene Pump 
Around, and LDO Pump Around [24]. 
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Fig. 1:  rocess Map [24] 

 

Table 1 and 2 show the process stream and utility stream data obtained from the process flow diagram and 

operating data of the Crude Distillation Unit obtained from the refinery.  
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The basic information needed for the simulation includes the inlet and outlet temperature of the process 

and utility streams, and the enthalpy or heat capacity value of the streams. The data was extracted correctly 

taking into consideration basic data extraction principles such as – avoiding mixing of the streams at different 

temperatures; extracting streams on the safe side; segmenting streams with varying enthalpies; and not 
extracting true utility streams that can be replaced by other streams [25]. The specific heat capacity of petroleum 

products were calculated using the empirical formula: 

        (1) 

 

where  is the specific gravity of the petroleum product at ,  is the temperature in , and  is 

the specific heat .  

The extracted data was later imputed into Aspen Energy Analyser® for the analysis of the design and 

retrofitting of the existing design. 

 

B. Heat Exchanger Network Analysis 

The heat exchanger network is represented using a grid diagram as shown in Fig. 2. In order to avoid 

the error of solving the wrong problem, care was taken to represent the heat exchanger network as it appears on 

the case studies’ process flow diagram as shown in Fig. 1. The heat exchangers network was fully solved with 
all process streams satisfied. This is necessary to enter the retrofit design mode of the simulation software. 

 

 
Fig. 2 Grid Diagram Representations of the Heat Exchangers 

 

The analysis of the heat exchanger network determines the targets - energy requirement, area 
requirement, Pinch temperature, number of design units, and the cost index targets - based on the imputed 

process and utility stream data. The targets were generated based on the composite curves and minimum 
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approach temperature, . Targeting provides the optimal operating condition for an ideal heat exchanger 

network based on the imputed process and utility streams. The range targeting feature of the software was used 

to determine the optimal minimum approach temperature  for the design. The minimum approach 

temperature provided a balance between the capital and operating costs. Figs. 3 and 4 show the composite and 

grand composite curves used for energy and utility targeting, while Table 3 shows the generated targets. 

 

 
Fig. 3 Composite Curve showing Temperature – Enthalpy Relationship 

 

 
Fig. 4 Grand Composite Curve used for Utility Targeting 
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The energy targets are calculated using composite curves. The composite curve provides a counter 

current picture of heat transfer, and can be used to determine the minimum energy target for the process. From 

Table 3 the energy target for the process is 7.759*107 Kj/h and 2.196*107 Kj/h for the heating and cooling 

respectively, while the area target is 3.223*104 m2 for the shell and tube heat exchanger. 

The calculation also show that a minimum of 13 units is required to build the heat exchanger network, but from 

the process flow diagram about 24 process to process heat exchangers are used in the network showing that the 

network is above the unit targets. The cost index targets are based on Aspen Energy Analyser® default cost and 
economic parameters, since cost and operations information could not be obtained for the case study. 

 

III. RESULTS AND DISCUSSION 
A Heat Exchanger Network Performance 

The heat exchanger network performance was evaluated based on the targets in Table 3. The 

comparison of the targets and the performance of the heat exchanger network are depicted in Table 5.  It can be 

seen that the heat exchanger performance differs greatly from the target values. 

 

 
 

The heating and cooling value are above the target by 71.15% and 25.14% respectively.  This is due to 

gross pinch rule violation as shown in the cross-pinch heat exchangers of Table 4. The consequence of a cross-

pinch heat transfer is that both the cold and hot utility will increase by the cross-pinch duty. This results in an 

increase in the heat exchanger network size beyond the target [4, 24]. For the 278.70OC/258.20OC pinch 

temperature, there is cross pinch load of 5.517*107 KJ/h, while for the 45.5OC/25OC pinch temperature, the 

cross pinch load is 1.717*108 KJ/h. 
 

 
 

The number of heat exchanger units and number of shells is above the target value by 84.62% and 
92.31% respectively. While the target value generated by the software suggest that at least 13 heat exchangers 

having 26 shells can be used to accomplish the crude heating demand, the network actually uses 24 heat 

exchangers having 50 shells. The network design however uses less area than the target area. While this is good, 

area optimisation is not enough. The equipment cost also needs to be optimised.    

From the network performance it can be seen that the operational network design is far above target. 

The cross load is quite high supporting the fact that the heat exchanger network was designed during the cheap 

energy era. It also shows that pinch technology was not applied during the design of the heat exchanger 

network. Thus a retrofit is needed. This will help to eliminate the cross loads and optimise energy utilisation 

during crude preheating. 
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B Retrofit Design 

To ensure that the software performs the retrofit efficiently, the following approach was used. The 

scope of the problem was reduced by minimising stream segmentation, and reducing the number of heat 

exchangers in the network. This simplifies the network and increases the efficiency of the model. The process to 

process heat exchangers were in pairs, in the retrofit design one of the two heat exchangers is used. This does 

not alter the design since one is always in use while the other is on standby.  The simplified network design for 

retrofit purpose is shown in Fig. 5. 

 

 
Fig. 5: Retrofit Design Grid Diagram 

 

The retrofit design with no cross pinch violation is shown in Fig. 6. The same number of heat 

exchangers is used to accomplish the heating of the crude but some of the process stream temperatures are 

altered to avoid transferring heat across the pinch.  The modifications made to the process streams to achieve 

this are shown in Piagbo [26]. Other retrofit designs such as modifying utility heat exchangers; re-sequencing 

heat exchangers; re-piping heat exchangers; addition of new heat exchangers; and addition of new area, did not 

provide an economically viable option as the design eliminating cross pinch heat exchangers [27] 

. 

 
Fig. 6 Retrofit Designs Eliminating Cross Pinch Heat Exchangers 
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Table 6 compares the network cost indices and the network performance of the retrofit design 

eliminating all cross pinch exchangers and the original case study design. From the table, the value of the 

retrofit design eliminating all cross pinch exchangers is clearly seen. Despite the 12.3% increase in heating cost 

and heating value respectively, the retrofit design operates at about 14% reduced total cost compared with the 

case study design. There is significant reduction in the cooling cost and cooling duty by 55.37% and 91.22% 

respectively. The 18.97% reduction in the number of shells and 47.1% reduction in the number of exchanger 

units translate into a 16.57% and 2.74% reduction in operating cost and capital cost respectively. The 4.04% 
increase in total area of the retrofit design over the original design is understandable because pinch principle 

violation and misapplication of the driving force principle leads to reduced area in the network design [14]. 

The retrofit design ‘eliminating cross pinch exchangers’ provides huge energy and cost savings as can 

be seen in the reduction in cooling value, operating cost, capital cost and total cost. There is a 16.57% reduction 

in the operating cost. This confirms the fact that for HEN with gross cross pinch violation or misapplication of 

the  driving force principle, providing a retrofit design that eliminates the cross pinch and proper 

application of the minimum driving force provides viable retrofitting option [4, 14, 25]. This design is 
promising, however, the cost implication involved in the modification of the process temperatures and areas of 

the heat exchanger network have to considered in implementing this design. 

 

IV. CONCLUSION 

Process integration has assumed an unusual dimension in process industries due to globalisation and 

the need for business concerns to remain economically viable in a stiff competitive economic environment. 

Process integration ensures that energy is conserved and properly utilised in the industry. Aspen Energy 

Analyser® software of Aspen Technologies was used for the retrofit operation. The software combines pinch 

technology and mathematical programming in providing automatic retrofit designs to existing heat exchanger 
networks. Besides retrofitting, the software also has capabilities for automatic heat exchanger network designs 

and simulation of individual heat exchangers. The analytical capability of the software was also useful in 

determining targets and minimum approach temperature requirement for a given set of process and utility data. 

The manually generated retrofit design which eliminates all cross pinch exchangers required some modification 

to the temperatures of the process streams to avoid violation of pinch principle and exchanging heat beyond the 

allowed minimum temperature requirement. The costs of these modifications need to be evaluated and 

compared with the operational cost savings to ascertain the economic viability of the design.  
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Abstract: Wine is one of the functional fermented foods that have many health benefits. Commercially, wine is 

produced by the fermentation of yeast which involves the conversion of sugar to alcohol. Wine can act as a 

nutrient supplement for seasonal fruits and vegetables throughout the year. Using fruits and vegetables having 

medicinal and nutritional value as a substrate for wine production, the health benefits of them can be improved 

widely. Ginger and Indian gooseberry, which are known for its high medicinal and nutritional value are used as 

the substrate here. Fermentation is carried out with Saccharomyces cerevisiae commonly known as bakers yeast. 
Daily monitoring was done to study the composition and characteristics of the wine.  The wine produced 

resembled the commercial wine in terms of its composition, taste and aroma. During the fermentation period the 

wines were analyzed for pH, titratable acidity, specific gravity, biomass content, alcohol and reducing sugar on 

a daily basis. pH show a decreased trend then attains minima and then increased. As the fermentation days 

proceed, the specific gravity increased and the alcohol percentage increased gradually. Batch 1 Amla (A1) 

showed a pH range of 3.79-3.56, specific gravity ranges from 1.09 -1.17 and alcohol content was 10.5%. Batch 

2 Amla (A2) showed a pH range of 3.81-3.30, specific gravity ranges from 1.09 -1.167 and alcohol content was 

10.35%. Batch 3 Amla (A3) showed a pH range of 3.83-3.34, specific gravity ranges from 1.032 -1.0967and 

alcohol content was 8.64%. Batch 1 ginger (G1) showed a pH range of 3.77 -3.59, specific gravity ranges from 

1.11 -1.178 and alcohol content was 7.94%. Batch 2 ginger (G2) showed a pH range of 3.89 -3.94, specific 

gravity ranges from 1.116 -1.162 and alcohol content was 6.81 %. Batch 3 ginger (G3) showed a pH range of 
4.42 -4.01, specific gravity ranges from 1.144 -1.188 and alcohol content was 5.81%. 

After the fermentation period parameters such as Tannin content, Phenol content, Free and Total SO2, 

Alcohol content, Total Suspended Solids (oBrix), pH, Titratable Acidity and Specific Gravity were analyzed. 

These parameters were compared with that of commercial wine. The tannin content of the 3 batches of amla and 

ginger wine ranges between 3.1 to 0.4mg/100ml but the commercial wine contain only 0.28mg/ml. When 

comparing phenol content, the commercial wine showed a value of 0.20mg/ml but the 3 batches of wine had a 

higher range of 0.7 to 0.9mg/ml. The total suspended solids of the amla and ginger wines were between 43 to 

45obrix. But for commercial wine the TSS was 32.23obrix. The pH showed a different trend. pH of amla is 

between 3.3 and 3.5 but for ginger it ranges from 3.7 and for commercial its 3.56 which is relatively higher than 

amla. The specific gravity is lower for the 3 batches of amla and ginger wine which ranges from 1.2 to 1.21 but 

1.24 is the specific gravity of commercial wine. The titrable acidity showed for ginger wine is 2 to 3.5mg/ml but 

for amla it is 8.9 to 5.5mg/ml. the commercial wine had a value higher than ginger i.e., 4.2mg/ml. Thus the 
studies showed that the pH (except ginger), specific gravity and alcohol content were higher for commercial 

wine. But the phenol, tannin content and total suspended solids is higher for homemade wine. By comparing the 

titratable acidity with commercial wine, ginger wine showed lower value. 

 

Keywords: ginger, amla, wine, product, substrate, biomass 

 

I. INTRODUCTION 
Home winemaking is an enjoyable, educational and satisfying hobby. Winemaking recipes make the 

process easy and simple instructions ensure success. The basic steps are easy to learn and practice. The 

traditional homemade wine base ingredient is the grape because it naturally contains the correct mix of sugar, 

moisture, tannin, and nutrients required for fermentation and preservation, and it even carries its own yeast. But 

http://en.wikipedia.org/wiki/Saccharomyces_cerevisiae
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in truth, wine can be made from almost any non-toxic plant or plant part if additional ingredients are supplied in 

the correct amount. So the process of making wines from various types of fruits, vegetables and spices is no 
more complicated than making wine from grapes and it is a good preservation method. It needs extra 

preparation steps and some adjustments in sugar content, acid levels etc. Fermentation can extract valuable 

components from the raw materials used for production. Yeast is the magical ingredient that turns fruit juices 

into wine. In spontaneous fermentations, the 1st stages invariably being dominated by the alcohol-tolerant strains 

of Saccharomyces cerevisiae. This species is universally known as the `wine yeast' and is widely preferred for 

initiating wine fermentations. The alcohol content of home-made wines is only about 7-8% which makes it 

consumable for persons of any age group. Though ginger wine contains small amounts of alcohol, it is not 

harmful, but health-giving, digestible, and stimulates the release of the hormone gastrin, which in turns 

stimulates the release of enzymes in the stomach. Thus, wine stimulates the release of digestive enzymes, which 

digest not only the alcohol but the many other nutrients found in wine. The proper dosage, or a moderate intake 

of wine, in addition to affecting cholesterol levels favourably, decreases the tendency of blood to clot and assists 

in dissolving clots, all important factors in protecting against heart disease. Research also indicates that 
moderate wine drinking may reduce the tendency of arteries to constrict during stress, lower blood pressure, and 

increase coronary artery diameter and blood flow. More recently, wine has been identified as a dependable 

source of quercetin, a potent anti-carcinogen, and of many flavonoids and other polyphenolic antioxidants. 

Considering the importance and medicinal value of wine from some special raw materials, it was very 

interesting to conduct the production of wine in a batch reactor setup in the laboratory. We selected Indian 

Gooseberry and Ginger for our study. Indian gooseberry (Emblicaofficinalis Gaertn.), is one of the useful fruit. 

It is consumed as a fresh fruit or in the form of food products like preserve. The fruit also forms an important 

constituent of many Ayurvedic preparations such aschyvanprashand triphala and is regarded as “one of the best 

rejuvenating” herbs preparation of wine using the fruits of amla would be useful for imparting healthful 

properties to the wine. Ginger which act as a useful food preservative is a tuber that is consumed whole as 

a delicacy, medicine, or spice. It is the rhizome of the plant Zingiberofficinale. 
 

II. MATERIALS AND METHODS 
Winemaking, or vinification, is the production of wine, starting with selection of different fruits and 

ending with bottling the finished wine. We had developed a batch reactor in our lab for wine production as 

shown in the fig 2 and 3. 

 

 
 

The picking of the fruits and spices is the first step in wine production. Crushing is the process of 

gently squeezing the fruits and spices and breaking the skins to start to liberate the contents. In our project, 

ginger is grinded and amla is used as it is. To start primary fermentation yeast is added. During this 

fermentation, which often takes between one and two weeks, the yeast converts most of the sugars in the fruits 
into ethanol (alcohol) and carbon dioxide. In our case, ginger takes about 14 days and amla about 21 days. 

Filtration in winemaking is used to accomplish the objective of clarification. In clarification, large particles that 

affect the visual appearance of the wine are removed. 

 

4.2 Daily Monitoring 

 pH was measured using digital pH meter. The total sugars were estimated in terms of glucose by 

Nelson Somogyi method. Estimation of titratable acids was done by titrimeteric method using 0.1N NaOH in 

terms of tartaric acid. Biomass was determined by dry weight method in g/ml. Alcohol percentage was 

calculated using specific gravity method. Specific gravity was also determined. 

http://en.wikipedia.org/wiki/Tuber
http://en.wikipedia.org/wiki/Delicacy
http://en.wikipedia.org/wiki/Medicine
http://en.wikipedia.org/wiki/Spice
http://en.wikipedia.org/wiki/Rhizome
http://en.wikipedia.org/wiki/Wine
http://en.wikipedia.org/wiki/Yeast
http://en.wikipedia.org/wiki/Sugar
http://en.wikipedia.org/wiki/Ethanol
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4.3 Final Analysis of Wine 

Tannin content was estimated by Folins – Denis method in mg/100ml. Phenol content was determined 
by Folins Lowry method in mg/100ml. Free and total SO2 was done by Ripper method in g/L. Total suspended 

solids was calculated in Degree Brix. Final analysis of all parameters such as pH, alcohol content specific 

gravity, sugar content, titratable acidity, and biomass were conducted using the methods described in daily 

analysis. 

 

4.4 Analysis of Commercial Wine and Its Comparison  

Estimate parameters such as pH, alcohol content specific gravity, sugar content, titratable acidity, 

biomass, tannin content, phenol content, free and total SO2 and total suspended solids of the commercially 

available wine were conducted. The parameters of the homemade wine were compared with that of the 

commercially available wine. 

 

III. RESULTS AND DISCUSSIONS 
 Production of wine from ginger and Gooseberry conducted in the lab in batch reactor set up. Process 

monitoring and final analysis of homemade wine has been conducted. Various parameters such as pH, Titratable 

acidity, biomass concentration, etc of homemade wine was determined. Experiments were conducted and results 

are given in tables 1 to 6 and figures 4 to 33. Final analysis of prepared wine and commercial wine was also 

conducted. Results are shown in Tables. The 1st batch ginger and amla wine samples were denoted as G1 and 

A1 respectively, similarly for 2nd batch G2 and A2 and for 3rd batch G3 and A3. 

 

5.1 Process Monitoring (Daily) 

 Daily analysis of homemade wine (fermented medium) has been conducted. Various parameters such 
as pH, Titratable acidity, specific gravity, alcohol content, sugar concentration, biomass concentration, etc of 

each batch were determined day by day during the course of fermentation. Results are shown in tables 1-6 and 

shown in figures 4-33. 

Parameters monitored during fermentation period:  

 Variation in pH 

 Sugar concentration 

 Specific gravity 

 Alcohol percentage 

 Biomass 

 Titratable acidity 

 Daily monitoring of G1, G2 and G3 were shown in tables – 4, 5, 6. And that of A1, A2 and A3 are 
shown in tables – 1, 2 and 3. 

 

5.1.1 pH 

 Variation in pH in the fermentation medium during the course of process was as shown in the figure. 

pH showed a decrease trend then attains minima then increases. The initial pH of G1 was 3.77 which decrease to 

3.41 on the 8th day and increased to 3.59 on 14th day. For G2, the pH started from 3.89 and decreased to 3.63 on 

5th day and attains a steady value 3.94 on 18th day.On the 1st day the pH was4.4 for G3 and then it decreased to 

3.79 on 7
th
 day and increased to 4.01 on 13

th
 day (fig: 19, 24 and 29). 

 In case of A1, pH was 3.79 on 1st day which decreased to 3.25 on 12th day and showed an increment to 

3.56 on 24th day. pH for A2 on 2nd day was 3.81 and showed a trend to decrease to 3.16 then increased to 3.33 

on 22nd day.3.83 was the starting pH of A3 which decreased to 3.16 on 12th day and then increased to 3.34 on 
21st day  ( fig: 4, 9 and 14). 

 

5.1.2 Substrate (Sugar) concentration 

 The sugar concentration of different wine samples – G1, G2, G3, A1, A2 and A3 has been obtained. As 

the figure shows, the sugar concentration of wine decreases as the fermentation days passed because of the 

utilization of substrate. The sugar concentration lies between 25 mg/100ml to 10mg/100ml. 

 In case of G1, the initial sugar concentration was 23.01mg/100ml which decreased to 11.63mg/100ml 

on 14th day. Sugar concentration for G2 on 2nd day was 24.81mg/100ml and shows a trend to decrease to 

10mg/100ml on 18nd day.24.44mg/100ml was the starting sugar concentration of G3 which decreased to 

12.4mg/100ml on 13th day (fig: 23, 28 and 33). Initial sugar concentration of A1 was 21.78mg/100ml which 

decreased to 9.29 on the 24th day. For A2, the sugar concentration started from 26.00mg/100ml and decreased to 
12.82mg/100ml on 22nd day. On the 1st day the sugar concentration was 22.30mg/100ml for A3 and then it 

decreased to 11.4mg/100ml on 21st day (fig: 5, 13 and 18). 
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5.1.3 Specific gravity 

 Estimation of specific gravity of G1, G2, G3, A1, A2 and A3 has been conducted. It has been studied 
that as the number of day’s increases, the specific gravity also increases gradually. Specific gravity ranges from 

1.10 to 1.18. Specific gravity for G1 on 1st day was 1.119 and shows a trend to increase to 1.178 on 14th day. 

1.116 was the starting specific gravity of G2 which increased to 1.162 on 18th day. The initial specific gravity of 

G3 was 1.144 which increased to 1.188 on the 13th day (fig: 21, 26 and 31). 

 For A1, the specific gravity starts from 1.092 and increased to 1.17 on 24th day. On the 1st day the 

specific gravity was 1.09 for A2 and then it increased to 1.167 on 22nd day. In case of A3, specific gravity was 

1.032 on 1st day which increased to 1.092 on 21st day (fig: 6, 12 and 17) 

 

5.1.4 Alcohol percentage 

 By studying the alcohol content in volume percentage of G1, G2, G3, A1, A2 and A3 it can be 

concluded that the alcohol  volume percentage  increased as the number of day’s increases. The figure indicates 

that the % alcohol was between zeros to 8 during the fermentation period of each batch. The initial alcohol 
percentage was zero for all wine samples – G1, G2, G3, A1, A2 andA3. 

Final alcohol content for G1 was 11.63% on 14th day 

                                    G2 was 6.81% on 18th day. 

                                    G3 was 5.81% on 13th day (fig: 23, 28 and 33) 

                                    A1 was 10.5% on 24th day. 

                                    A2 was 10.35% on 22nd day. 

                                   A3 was 11.4% on 21st day (fig: 5, 13 and 18) 

 

5.1.5 Biomass 
 Biomass estimation was conducted. The figure shows a rapid increase of biomass initially and reaches 

a maximum then tends to be steady.  The initial biomass of G1 was 0.0056g/ml which increased to 0.019g/ml on 
the 11th day and decreased to 0.0119 on 14th day. For G2, the biomass started from 0.0021g/ml and increased to 

0.033 on 11th day and decreased to 0.0162 on 18th day. On the 1st day the biomass was 0.0045g/ml for G3 and 

then it increased to 0.0160g/ml on 12th day and decreased to 0.0158g/ml on 13th day (fig: 22, 27 and 32). 

 In case of A1, biomass was 0.0063g/ml on 1st day which increased to 0.0167g/ml on 12th day and 

decreased to 0.0076g/ml on 24th day. Biomass for A2 on 2nd day was 0.0025g/ml and showed a trend to increase 

to 0.00184g/ml then decrease to 0.0112 on 22nd day. 0.0047g/ml was the starting biomass of A3 which increased 

to 0.0177g/ml on 16th day and then decreased to 0.011g/ml on 21st day (fig: 7, 11 and 16). 

 

5.1.6 Titratable acidity 

 Titratable acidity of G1, G2, G3, A1, A2 and A3 was determined. The titratable acidity of wine shows 

a fluctuating trend as the number of days increase. The titratable acidity ranges from 3.5g/L tartaric acid to 7g/L 

tartaric acid.  Titratable acidity of G1 ranges between 4.3 to 7.81 g/L tartaric acid. For G2, the range was 6.0 to 
6.98 g/L tartaric acid. Initial titratable acidity of G3 was 4.12g/L tartaric acid and on 13th days it becomes 

5.43g/L tartaric acid (fig: 20, 25 and 30). 

 In case of A1, 1st day titratable acidity was 4.12g/L tartaric acid and 5.43 g/L tartaric acid on final day. 

Titratable acidity for A2 on 2nd day was 3.33g/L tartaric acid and 10.5 g/L tartaric acid on final day. 2.50 was 

the starting titratable of A3 which increased to 12.45g/L tartaric acid on 21th day (fig: 5, 10 and 15). 

 

5.2 Analyses of wine 
 Alcohol percentage, tannin content, phenol content, free and total SO2, pH, specific gravity, titratable 

acidity and total suspended solid were estimated. Final analysis of wine was conducted after the fermentation 

period (i.e. after 15 days).   

 

5.2.1 Alcohol Content 

The Alcohol content of different wines during the aging period was 13.86% for A1, 12.10% for A2 and 10.62% 

for A3. Similarly for G1, G2 and G3 alcohol content was 10.62%, 9.25% and 8.64%. (table – 12). 

 

5.2.2 Tannin content  

Tannin content for A1, A2, and A3 were 3.06mg/ml, 3.14mg/ml and 2.19 mg/ml. Similarly for G1, G2, and G3 

were 0.74mg/ml, 0.52mg/ml and 0.32mg/ml respectively (Table 7). 

 

5.2.3 Phenol content  

Phenol content for A1-0.69mg/ml, A2-0.58mg/ml, A3-0.30mg/ml, G1-2.96mg/ml, G2-2.59mg/ml and for G3 

was 0.89 mg/ml (Table 8). 
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5.2.4 pH of wine 

pH of A1 was 3.29 and that for A2 and A3 were 3.33 and 3.48 respectively. Similarly for G1, G2 and G3 were 
3.68, 3.96 and 4.09 respectively (Table 10). 

 

5.2.5 Free and Total SO2 

 Free SO2 for A1, A2, and A3 were 1.2g/L, 2.7g/L and 4.6 g/L respectively ad this for G1, G2, and G3 

were 6g/L, 31g/L and 48g/L.  

 2.5 g/L, 5.28 g/L, 15.6 g/L, 16.6 g/L, 39g/L and 78 g/L were the total SO2 for A1, A2, A3, G1, G2 and 

G3 respectively (Table 9). 

 

5.2.6 Titratable Acidity 

Titratable acidity of different wine were 8.85, 8.4, 5.5, 3.45, 2.8 and 2.0 g/L tartaric acid forA1, A2, A3,G1 ,G2 

and G3 respectively (Table 11). 

 

5.2.7 Specific Gravity 

Specific Gravity of different wine samples were 1.195 for A1 and 1.180 for A2, 1.114 for A3. Similarly specific 

gravity was 1.198 for G1, 1.180 for G2 and 1.204 for G3 (Table 13). 

 

5.2.8 Total Suspended Solids 

Total Suspended Solids in oBrix for A1, A2 and A3 was 42.7, 39.85 and 26.73. Similarly for G1, G2 and G3 

were 43.18, 39.85 and 44.27 (Table 14).   

 

5.3 Comparison 

 The comparison of final analysis of homemade wine with commercial wine was conducted and can be 

concluded that the pH ( except ginger), specific gravity and alcohol content of commercial wine is higher than 
homemade wine. The pH of commercial wine (table- 15) was 3.56 but for A1, A2 and A3 (table- 10) were 3.29, 

3.33, 3.48 whereas, for G1, G2 and G3 (table – 10) were 3.68, 3.96, 4.06 which is higher than commercial wine. 

1.2407 is the specific gravity of commercial wine (table – 15) whereas for A1, A2, A3, G1, G2 and G3 (table – 

13) were 1.195, 1.18, 1.14, 1.198, 1.1801 and 1.204.For commercial wine the percentage of alcohol is 80% 

(table – 15) but for homemade wines A1, A2, A3, G1, G2 and G3 (table – 12) is stated as 13.86%, 12.10%, 

10.98%, 10.62%, 9.25% and 8.64%. 

 

IV. CONCLUSION 
Study mainly focused on the process monitoring of homemade wine during its fermentation period. 

The experimental investigation was aimed to study the variation in each parameter during the fermentation 

period. The final analysis of wine of various parameters – tannin content, alcohol content, pH, specific gravity 

were conducted. These studies were compared with that of commercially available wine. The study concludes 

that pH showed a decreasing trend and then attains minima then increases. The sugar concentration of wine 

decreases with increase in the number of days. It has been studied that as the number of day’s passes, the 

specific gravity and volume percentage of alcohol also increases gradually. There was a rapid increase of 

biomass initially and reached a maxima then tend to decrease. The titrable acidity of wine showed a fluctuating 

trend as the number of days passes. Batch 1 Amla showed a pH range of 3.79-3.56, specific gravity ranges from 

1.09 -1.17 and alcohol content was 10.5%. Batch 2 Amla showed a pH range of 3.81-3.30, specific gravity 

ranges from 1.09 -1.167 and alcohol content was 10.35%. Batch 3 Amla showed a pH range of 3.83-3.34, 

specific gravity ranges from 1.032 -1.0967and alcohol content was 8.64%. Batch 1 ginger showed a pH range of 

3.77 -3.59, specific gravity ranges from 1.11 -1.178 and alcohol content was 7.94%. Batch 2 ginger showed a 
pH range of 3.89 -3.94, specific gravity ranges from 1.116 -1.162 and alcohol content was 6.81 %. Batch 3 

ginger showed a pH range of 4.42 -4.01, specific gravity ranges from 1.144 -1.188 and alcohol content was 

5.81%. The final analysis of wine was conducted. The pH of commercial wine was 3.56 but for A1, A2 and A3 

were 3.29, 3.33, 3.48 whereas, for G1, G2 and G3 were 3.68, 3.96, 4.06 which is higher than commercial wine. 

1.2407 is the specific gravity of commercial wine whereas for A1, A2, A3, G1, G2 and G3 were 1.195, 1.18, 

1.14, 1.198, 1.1801 and 1.204. For commercial wine the percentage of alcohol is 80%  but for homemade wines 

A1, A2, A3, G1, G2 and G3  is stated as 13.86%, 12.10%, 10.98%, 10.62%, 9.25% and 8.64%. Homemade 

wines have relatively low alcohol content than the commercially available wine and there is no usage of either 

any preservative or any additives, so homemade wines are not harmful for health and are acceptable for daily 

usage. The results of process monitoring and final analysis will help a small scale wine industry or can refer the 

results to develop a small scale wine industry. 
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Table 7: Tannin content in wine 

 
 

 

 

 

 

 

 

 

 

 

 

Table 8: Phenol content in wine 
 

 

 

 

 

 

 

 

 

 

 

Table 9: Free and Total SO2 content in wine 

 
 

Table 10: pH of wine 

 
 

 
Table 12: Alcohol content in wine 

SL.No Wine Sample Tannin Content 

(mg/ml) 

1 Amla-1 3.06 

2 Amla-2 3.14 

3 Amla-3 2.91 

4 Ginger-1 0.74 

5 Ginger-2 0.52 

6 Ginger-3 0.32 

SL.No Wine Sample Phenol Content 

(mg/ml) 

1 Amla-1 0.69 

2 Amla-2 0.58 

3 Amla-3 0.30 

4 Ginger-1 2.96 

5 Ginger-2 2.59 

6 Ginger-3 2.89 
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Table 13: Specific Gravity of wine 

 
 

Table 14: Total Suspended Solids in wine 

 
 

Table 15: Analysis of Commercial Wine 
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Abstract: In this study, a composite eco-friendly phosphate-free corrosion and scale inhibitor used in simulated 

cooling water has been developed by sodium polyacrylate, zinc sulfate, sodium tungstate, sodium gluconate and 
triethanolamine . The corrosion and scale inhibition rate were respectively evaluated by weight loss experiment , 

the static scale inhibition test and electrochemical test. The results indicated that the corrosion and scale 

inhibitor was consisted of polyacrylate 14ppm,zinc sulfate 3ppm,sodium tungstate 7ppm,sodium gluconate 

2ppm and triethanolamine12ppm.The corrosion inhibition rate could reached 92.79%, and anti-scaling 

inhibition rate could reached 96.01%. The formula was efficient , phosphate-free and environmental, it would be 

widely used 

.  

Keywords: Phosphate-free; scale inhibition; research; corrosion inhibition 

 

I. INTRODUCTION 

The use of water as thermal fluid in cooling water system usually leads to three problems namely: 

corrosion ,scale and biological fouling processes .These phenomena are caused of the concentration of salts and 

suspended matters. [1-6] If these problems can not be solved timely, it will cause the production equipments of 

long period, full load and influence the safety and stable of equipments [4-7]. In order to limit the damage, many 

formulations have been developed to protect circuits, piping and materials structures against this scourge 
.Currently, agent used for simulated cooling water treatment are mainly phosphorus-containing formulas and 

they are easily to produce eutrophication and red tide phenomenon, so promoting a green chemistry and 

developing a phosphate-free water treatment agent have became the urgent matter. [8-12] In recent years 

,phosphate-free corrosion and scale inhibitors are mainly molybdate salts, chromic acid salts, natural polymer 

and synthetic polymer , when they are used alone, the dosage is large and the cost is high , so they are not 

widely used. In this paper, a multi-component phosphate-free corrosion and scale inhibitor has been prepared by 

sodium polyacrylate, zinc sulfate, sodium tungstate, sodium gluconate and triethanolamine. The corrosion and 

scale inhibition rate were evaluated by rotary hanging sheet corrosion test and static scale inhibition test. The 

mechanism of corrosion and scale inhibition was preliminarily investigated by corrosion electrochemistry test 

 

II. EXPERIMENTAL DETAILS 

The scale inhibition rate was tested by calcium carbonate deposition. The corrosion and scale inhibitor 

was infused into 500mL volumetric flask which containing 240 mg/L Ca2+, 366mg/L HCO3
- and 4 mg/L sodium 

borate . The mixture was incubated for 10h at 80°C. After the bath,taking 25mL filter liquor, adding 5 ml NaOH 

and a small amount of calcium indicator ,then titrated the filter liquor by ethylene diamine tetraacetic acid 

(EDTA) until the solution turned blue. The Ca2+ concentration after experiment was tested by 

25

08.40 cV 
 . In this formula, v0 is the amount of consumed EDTA，C is the concentration 

of EDTA .The static scale inhibition rate η was calculated by the Formula (1).  

η %100
10

12 





vv

vv
                                                 (1) 

http://www.ajer.us/
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In this formula, v0 is the amount of consumed EDTA without the addition of corrosion and scale 

inhibitors before incubation, v2 is the amount of consumed EDTA with the addition of corrosion and scale 

inhibitors after incubation, and v1 is the amount of consumed EDTA without the addition of corrosion and scale 

inhibitors after incubation. 

The dynamic corrosion inhibition rate was tested by weight loss experiment, which was conducted in 

the simulated cooling water at 45°C ± 1°C using a thermostat. Dried and accurately weighed the polished carbon 

steel sheets, then put the carbon steel sheets into beakers with 1 L simulated cooling water with and without 

corrosion and scale inhibitors. Distilled water was supplied for evaporating every 4 hours. After a period of 72 

h, the carbon steel sheets were taken out, washed by ethanol, dried for 30 minutes, and then accurately weighed. 
The corrosion inhibition rate η was calculated by the Formula (2).  

 

                  %100
X

XX
%

0

10 


                                                       (2) 

 
In this formula, X0 and X1 are the weight loss values of carbon steel after 72 hours being immersed in 

the simulated cooling water without and with corrosion and scale inhibitors. The electrochemical 
measurements were carried out in a cell with three-electrode mode; platinum sheet and saturated calomel 
electrode (SCE) were used as counter and reference electrodes. The 1 cm2 steel sample was abraded, washed 
and finally immersed in the simulated cooling water. Polarization curves measurements were performed using 
k4291602 Electrochemical System. When polarization curve test was carried out, the potential scan rate was 
adjusted to 0.5mv/s. Polarization curves could be achieved after data process. 

Double distilled water and analytical reagent-grade CaCl2, NaHCO3 were used for preparing the 

simulated cooling water and the characteristics of the simulated cooling water were given in Table 1. 

 

 
 

III. RESULTS AND DISCUSSION 

3.1. Confirming the best formula 

Based on the principle of environment and economy, each component of the formula should be 

harmfulless or nontoxic, its concentration should be lower than the national standard requirements. From the 

aspect of economic benefits, its cost of the formula is lower than domestic phosphate corrosion and scale 

inhibitor, it will have market competitiveness and can be widely used. 

Based on adequate experimental studies, the scale inhibitor formula was preliminary determined and it 

was consisted of sodium polyacrylate, zinc sulfate, sodium tungstate and sodium gluconate. The best proportion 

of them was determined by orthogonal test, table 2 showed the four factors and their levels . 
 

 
The data in table 3 indicated that the best scale inhibitor formula was A3D3B3C1 . it was consisted of sodium 

polyacrylate 14mg/L, Sodium gluconate 7 mg/L, zinc sulfate 3 mg/L and Sodium tungstate 2 mg/L. 
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Table.3  Design of orthogonal experiment L９ (3
4
) and experiment results

 

 
 

Scale inhibition rate of the corrosion and scale inhibitor was shown in table 4 , scale inhibition rate 

reached 95.39% and it basically met the design requirements. Further measurement would be made to test 

corrosion inhibition rate. 

 

 

 
Table 5 showed the corrosion inhibition rate only reached 89.62%, it couldn't meet the design requirements and 

further studies were needed. 
 

Table 5 Results of corrosion inhibition rate 

 
 

Through abundant tests before, triethanolamine was chosen to compound with the corrosion and scale inhibitor. 

The new formulas were given in table 6: 
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Results in table 7 indicated that corrosion rate of formula 4 could reach 92.79% and it had good corrosion 

inhibition performance.  

 

 
 

In table 8, the scale inhibition rate of formula 4 could reach 96.01%, it had excellent scale and corrosion 

inhibition performances, so formula 4 was designed as the best formula. 

 

 

 

3.2. Electrochemical analyses 

The polarization curves of A3 carbon steel with and without formula 4 in the simulated cooling water 

were given in figure 1. The corrosion potential was shift to the positive after formula 4 was added and current 

density decreased, it indicated that the anode corrosion process was inhibited. sodium polyacrylate and sodium 

gluconate contains amount of hydroxy and carboxyl and they were hydrophilic groups. These molecules 

adsorbed on the active point or the entire metal surface, increasing the corrosion reaction activation energy, On 

the other hand, nonpolar groups of the corrosion inhibitor would form a layer of hydrophobic covered on the 

metal surface, it could obstacled charge or material transferred. So the efficient scale inhibitor was a anode type 
corrosion inhibitor[13,14]. 

 

 
Figure 1 The polarization curve of the complex phosphate-free corrosion and scale inhibitors 

 

3.3 Analysis of economic and environmental benefits 

The phosphate-free corrosion and scale inhibitor was consist of sodium polyacrylate, zinc sulfate, 

sodium tungstate, sodium gluconate and triethanolamine . Each component of the formula was harmfulless or 

nontoxic, its concentration was lower than national minimum standards, it conformed to the requirements of 

environmental protection, at the same time, as the corrosion and scale inhibitor was phosphate-free, it would not 
cause eutrophication.Compared with other phosphate-free corrosion and scale inhibitors,this formula was of 

small toxicity, rich material sources, less dosage ,lower cost and better performance.From the aspects of 

economic benefits, the cost of the phosphate-free corrosion and scale inhibitor was lower than the cost of 

domestic phosphate corrosion and scale inhibitor, it will have market competitiveness and can be widely used 
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IV. CONCLUSIONS 

A composite eco-friendly phosphate-free corrosion and scale inhibitor used in simulated cooling water 

has been developed by sodium polyacrylate 14ppm,zinc sulfate 3ppm,sodium tungstate 7ppm,sodium gluconate 

2ppm and triethanolamine12ppm.The experimental results showed it was a kind of good corrosion and scale 

inhibitor whose corrosion inhibition rate and scale inhibition rate could reach 92.79% and 96.01%,respectively. 

Polarization curve test showed that the best formula was a kind of corrosion and scale inhibitor by mainly 

controlling anodic reaction and it was a anode type corrosion inhibitor. 
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Abstract:  The Naoyangping-Damogou zinc-fluorite ore deposit is located in the North Dabashan Caledonian 

fold belt, in the east wing Pingli Anticlinorium, which is one of the most important zinc-fluorite-hosting faults 

in Shaanxi Province of China. Metallogenesis is controlled by F7 fault structure and other relevant fault 

structure systems and closely related to the trachyte side. Fluid inclusion (FI) petrography and 

microthermometry, and analysis of oxygen and hydrogen isotopes for fluid inclusions were conducted to 

determine the characteristics of the ore-forming fluids and the processes of zinc and fluorite mineralizations. 

Microthermometry data of FI indicated that ore-forming fluids are characterized by low salinity and low density. 
The data obtained from geothermometric studies of Sphalerite and fluorite associated with zinc-lead 

mineralization at the Naoyangping-Damogou mine are compatible with a structurally controlled, Sedimentary-

hydrothermal origin. Homogenization and last ice melting temperature of primary fluid inclusion indicate that 

mineralization taken place over a temperature range 295-335°C and salinities of inclusion fluids range 0.53 to 

1.33 wt.% TDS. Ore-forming fluids were dominated by magmatic components in the early mineralization 

period. In the present paper we report our preliminary research results of the data obtained from 

geothermometric studies of Sphalerite and fluorite at the Naoyangping-Damogou ore deposit. The present study 

builds on the existing geological, petrographic and geochemical information of Naoyangping-Damogou. 

 

Keywords: Naoyangping-Damogou zinc-fluorite ore deposit, fluid inclusions, Pingli County, Shaanxi Province, 

China. 

 

I. INTRODUCTION 

The Naoyangping-Damogou zinc-fluorite ore deposit was discovered in the2002s. It forms a well-

known metallogenic belt in the North China craton. Previous studies focused on the geological characteristic 

and prospecting prospects of the Naoyangping-Damogou zinc-fluorite ore deposit (Wei D., et al. 2009 and Sun 

Jian et al., 2012), with the ore-forming fluids of zinc-fluorite ore deposit less studied. The Naoyangping-

Damogou zinc-fluorite ore deposit is characterized by its broad veins, dense distribution of ore bodies, and 

continuous extension along strike. Geological surveys at shallow levels (< 190 m in depth) alone suggest that 

the resource is of an average size (2 millions tons of contained CaF2). In the present paper we report our 

preliminary research results on the ore-forming fluids at the Naoyangping-Damogou zinc-fluorite ore deposit. 
The present study builds on the existing geological, petrographic and geochemical information of Naoyangping-

Damogou. 

 

II. GEOLOGICAL SETTINGS AND SAMPLES 

The Naoyangping-Damogou zinc-fluorite deposit, located in the North Dabashan Caledonian fold belt 

at the east wing Pingli Anticlinorium (Geological Survey of Shaanxi Province, 1989, 2008). Geotectonically, 

the Naoyangping-Damogou Zn-CaF2 ore deposit is located in the South Qinling orogen belt and North 
Dabashan belt contact zone. However, the metallogenesis of zinc-fluorite ore deposit is closely related to the 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  
 

Page 45 

northern Dabashan Mountain side. Ore bodies are hosted to the North Dabashan Caledonian fold belt in the East 

wing of Pingli Anticlinorium (Zhang Guowei et al., 1997; TU Huaikui, 1997; 1999 and Wei D., et al. 2009). 

The Naoyangping-Damogou Zn-(CaF2) ore deposit is occurs in small scale and has varying mineral 

species. Its ore-forming and ore-controlling structures are also relatively complicated. The ore-forming and ore-

controlling structures of the Naoyangping -Damogou mining area are located in the North Dabashan Caledonian 

tectonic belt (Fig.1). 

 

 
Fig.1 Regional geological tectonic sketch map of North Dabashan Mountain and study area location 

 (Modified after Wei Dong et al., 2009) 

1: Precambrian; 2: Early Paleozoic; 3: Basic overflow rocks; 4: intermediate-basic rocks; 5: Basic-ultrabasic 

rocks vein; 6: Main fault; 7:  Secondary fault; 8: the range (scope) study area. 

 

The region is situated within the eastern wing of Pingli Anticlinorium. This system is composed of 

numerous folds and faults, which generally have a north-west orientation. Two dominant faults sets are found in 

this region and are grouped according to their orientations, which include the nearly EW-, NW-SE, NWW-SEE 

and NE-SW-striking fault structures group, with the NWW-SEE fault structures being dominant. Most of the 
fault structures are characterized by multi-episodes activities. These fault sets appear closely associated with 

mineralization within the region, with several deposits commonly occurring along these faults (Fig.2). The 

strata in the region are dominated by the Middle Silurian Zhuxi Group (S2zh) and Middle-Lower Silurian 

Meiziya Formation (S1m), with the Lower Silurian Meiziya Formation strata is clay slate, sandy slate, 

carbonate-containing banded clay slate, sandy limestone and tuff sandstone. The Middle Silurian Zhuxi Group 

and Lower Silurian Meiziya Formation rocks are mostly distributed in the form of fault blocks because they 

were cut by faults and eroded and reworked by magmatic rocks. Regionally, a large area of alkali trachyte rocks 

is exposed in the east wing of Pingli Anticlinorium which always serves as the main ore-hosting country rocks 

for minerals and having an important significance in prospecting. There is generally no metallogenic control, 

but rocks in the Naoyangping-Damogou orefield. Magmatic activity in the Naoyangping-Damogou zinc-fluorite 

mining area is strong and is a part of multi-time activity of the Caledonian period into the strata. The main rock 
types in the orefield formed as a result of regional magmatic activities and can be divided into two main types: 

The first main type is basic-ultrabasic rock with low SiO2 and the second consist of the neutral—intermediate-

acidic—acidic rock with high SiO2 (trachyte). Metallogenesis is closely related to the trachyte rock side and 

developed in the Naoyangping-Damogou-Jinshahe fault, and other small fault systems, which is regarded as the 

main ore-forming parent rock of the Naoyangping-Damogou orefield. The magmatic rocks are developed in the 

orefield; in space, microstructure (glass). There are two main types of magmatic rocks found in this orefield: 

that is: pyroxenite which is mainly located in the western part of the orefield, above the Dong-he Group, while 

the trachyte is to the east of microstructure (glass) pyroxenite; but to the west of Zhuxi Group. This type of 

distribution indicates that both microstructure (glass) pyroxenite and trachyte is stratiform feature in space. 

Chronologically speaking, microstructure (glass) pyroxenite is much older, while the trachyte is comparatively 

younger and both of them originated in early Silurian. Samples for fluid inclusion study were collected at 

different part of the study area and at both the top and bottom of the orebodies. Systematic fluid inclusion and 
isotopic geochemistry sampling was carried out based on ore and rock type, alteration, and location. A total of 

11 fluid inclusions measured temperature and 14 isotopic geochemistry samples were collected (Table 1). 
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Fig.2 Geological sketch map of distribution schemes of the Naoyangping-Damogou zinc-fluorite ore deposit 

1: Quaternary system (Q4), 2: Meiziya Group (S1m), 3: Middle Silurian Zhuxi Group (S2zh), 4: Basic sub-
volcanic rock (M3

3 = Diabase and Gabbro), 5: Intermediate sub-volcanic rock (χτ3
3), 6: Limestone (Ls),   7: 

Fluorite orebody (Fl), 8: Geological boundary, 9: F1: F1 fault 

 

III. FLUID INCLUSION 

3.1 Fluid inclusion petrography 

Primary inclusion and secondary inclusion are easily found in the fluorite ore, and the primary 
inclusions are the dominant (fig.3), of which liquid-rich inclusions are the major and takes up 80 percent. Fluid 

inclusions with daughter mineral and fluid inclusions are rarely found, and gas inclusions are few. The shapes 

of inclusions are numerous, such as elliptical, nearly round, negative form, nearly triangle, and irregular form 

and so on, of which, the elliptical and the irregular are the dominant. The size of the inclusions fall between 5 

and 25 μm, most of which between 10 and 15 μm. And most of the inclusions are distributed separately and 

randomly, and clustering inclusions are rarely found. Three types of fluid inclusions were identified based on 

their optical characteristics at room temperature, using the criteria of Roedder (1984) and phase transitions 

during microthermometry measurements (Fig. 3; Table 1). 

Fluorite occurs as fine- to medium grained, euhedral crystals that postdate the trachyte. The fluorite 

crystals contain numerous two phase aqueous inclusions; rarely, gas-rich and single phase liquid-rich inclusions 

are present. The presence of coexisting gas- and liquid-rich inclusions is significant because this suggests that 

the homogenization temperatures closely approximate the true trapping temperatures (Goldstein and Reynolds, 
1994). The fluorite-hosted inclusions provide the best direct measure of the temperatures reached. 

 

 

Fig.3. Different types of the Naoyangping-Damogou fluid inclusions: A & B are secondary inclusions; C & D 

are primary inclusions. A: Damogou K1 orebody 1085 middle section fluorite system of secondary inclusions; 

B: Naoyangping K3-PD10 fluorite system of secondary inclusions, C: Damogou K1 orebody 1136 middle 

section system of vapour- rich inclusions, and D: Damogou K1 orebody 1136 middle section system of pure 

liquid inclusions. 
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L= liquid monophase,  V= gas (vapour) monophase,  L+V = rich liquid phase, L+V+S = liquid (L) + vapour (V) 

+ solid (S) multiphase inclusions containing solids- contain solid crystalline phases known as daughter minerals, 

and L+S= rich liquid.  

 

3.2 Microthermometry 
Fluid-inclusion studies were performed on doubly polished fluorite samples taken from the 

mineralization area. Micro thermometric determinations were carried out using a Linkham TH600 heating and 

cooling stages of the State Key Laboratory of Continental Dynamics of Northwest University, Department of 

Geology, Xi’an (China). The heating rate during the phase transitions was controlled manually in the range of 5 
to 15°C min–1. Repeated measurements indicated that the reproducibility of the temperature determinations was 

better than ± 0.5 °C.  

The majority of the fluid inclusions range in size from 5 to 15 μm. All of the investigated fluorite 

samples contain primary and secondary fluid inclusions using the definition of Roedder (1984). Primary fluid 

inclusions are observed as oval to triangle in regular, irregularly isolated or in groups along the fracture planes. 

Both primary and secondary fluid inclusion populations are dominated by four-phases comprising rich-liquid, 

pure liquid, pure gas and Containing a daughter liquid (L+V+S). Secondary fluid inclusions are characterized 

by spherical to square shapes that generally developed along two distinct fracture systems and have different 

morphological and micro thermometric properties. The homogenization temperatures (Th) of fluid inclusions 

were measured in 8 fluorite samples. The micro thermometric measurements on fluid inclusions in primary and 

secondary fluid inclusions showing that the Damogou fluorites were formed at temperatures range from 295°C 
to 335oC and 289oC to 329oC in Naoyangping area (Fig.4; table1). Fluid inclusions in fluorite contain major 

amounts of multi-phase inclusions containing solids-contain solid crystalline phases and sulfate-bearing 

daughter minerals. The Damogou inclusions, in general, are dominated by fluids that have low salinities and 

low densities. These inclusions, therefore, homogenize at moderate temperatures and their freezing point values 

indicate salinities ranging from -0.3oC to -3.3o C (Fig.5; table1). Homogenization temperatures of all these fluid 

inclusions in Naoyangping-Damogou are mostly in the range of 289℃ to 340℃. The salinities of three types of 

inclusions varies remarkable and with low salinity from 0.53wt% -1.33wt% NaCl equivalent in NaCl daughter 

mineral bearing ones. This temperature range approximately corresponds to the main stage of hydrothermal 

mineralization. 
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Fig.4 Histogram of fluid inclusion microthermometry of primary and secondary inclusions in the Naoyangping-

Damogou ore deposit. A: TH of fluid inclusions in Damogou K1 orebody 1085; B: TH of fluid inclusions in 

Naoyangping K3 orebody, C: TH of fluid inclusions in Naoyangping K3 orebody, and D: TH of fluid inclusions 

in Naoyangping K3 orebody PD10. The data for the figures are from this study. 

 

 
Fig. 5 Freezing point temperature and salinity of the Naoyangping-Damogou fluorite ore deposit. A. Freezing 

point temperature Damogou fluorite deposit and B: salinity of the Damogou fluorite deposit. 

 

IV. OXYGEN AND HYDROGEN ISOTOPES 

Oxygen and hydrogen isotopes analysis data were carried out by Geological survey of Shaanxi 

Province in the mining area, using MAT-252 mass spectrometer with standard mean ocean water (SMOW) is 
showed in the Fig.6. This figure illustrates the relative positions in Craig’s diagram of H/O-isotopic of various 

fluid inclusions in fluorite from the Naoyangping-Damogou mining area. For comparison, there are also shown 

the analytical results for pyrite and sphalerite occurring in magmatic rocks from the same locality. From this 

figure we can see:  

The fluids phase of inclusions in all fluorites and zinc occurring in magmatic rocks shows relatively 

large negative δD of the fluid inclusions hosted by pyrite in fluorite range between -115‰ and -95‰ and small 

positives δ18O values (fluid inclusions hosted by fluorites range between 5‰ to 11‰). The relevant data points 

fall around the magmatic water line in Craig’s diagram, suggesting that these fluorites, in spite of their 

occurrence in magmatic rocks, resulted from the magmatic water at the late stage. 

 

 
Fig.6 δD and δ18O characteristics of the fluid inclusion water at Naoyangping-Damogou ore deposit (After: 

Geological Survey of Shaanxi Province, 2009). 
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From the Taylor (1974) δD-δ18O isotopic diagram (Fig.5), fluids of the early period plot in and below 

the box for magmatic fluids. This suggests that early period fluids were derived only from primary magmatic 

water. The relevant points of ore-forming materials were derived mainly from deep-source magmas which had 

been brought about the alkali trachyte and Middle Silurian Zhuxi group from the deep interior. This indicates 

that for the hot-water sedimentary fluorite deposits of the ore-forming fluids were predominantly formation 

water or mixed water. It appears that while volcanism furnished abundant F for the formation of hot–water 

sedimentary fluorite deposits, volcanic hydrothermal solutions were also involved in the fluorite formation. As 
for the genetic type, the Naoyangping-Damogou is a strata-bound sedimentary-hydrothermal fluorite deposits 

associated with zinc-lead deposit. 
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Abstract: With the spreading of the ubiquitous computing; a growing demand for vision based recognition and 

communication. The first step in the latter demand is the segmentation process. Pixel based segmentation 

techniques have been widely used in the field of pattern recognition. The actual information that can be 

extracted from pixel based techniques is the color. In this work statistical technique based non-parametric skin 

distribution method has been proposed for modeling skin color pixel by modeling histogram based skin color 

approach on several color models and then unifies all the models into single model to produce a superior model. 

The idea of the proposed work is inspired form Hasan [1] but in their work they applied parametric technique 

for modeling skin color distribution using Gaussian Mixture model (GMM). Three metric are used to evaluate 

system performance. The proposed system achieved 99.08 classification rate, and the output results proved that 

the proposed system outperforms on other systems that applied single histogram base skin color segmentation 

on each color model separately. 

 

Keywords: Skin Color, Segmentation, histogram, color space, normalized RGB, YCbCr, HSV. 

 

I. INTRODUCTION 
Segmentation is the process of locating specific regions of interest [1]. Different segmentation 

techniques have been applied for this purpose, one of these techniques is pixel based segmentation method. 

Pixel based methods principle rely on the idea that pixels are sharing some characteristics such as color in the 

same region [2]. Pixel based skin color segmentation methods witnessed widely diffusion in the fields of 

computer vision, pattern recognition [3], and image retrieval [4]. For gesture recognition systems, an accurate 

and robust segmentation are demanded [3] since it represent the first crucial step for recognition system. The 

pixel color considered as the most popular cue that provide an efficient classifying of the segmented region [5], 

where each pixel is classified into skin and non-skin pixel according to its intensity [3].Although, the advantages 

of skin color segmentation methods, its invariance to size [6], and orientation[6], besides its assistance in face 

and hand video tracking [6] and can minimize the search space by seeking for the skin color only [1], it suffer 

from misclassification under variant illumination changes and occlusion with some other body parts such as face 

and arms [6][3]. However some restrictions on the user/ camera position [6][5]can reduce this problem. For 

building human skin color segmentation system, two consideration such be taken into account. Firstly, the 

selection of the color space, and secondly, reliable skin color modeling method [1][5]. Different statistical 

algorithms have been applied in pixel based skin color detection methods, varying from thresholding technique 

such as Explicitly defined skin region [1][5] to parametric model such as single Gaussian Model (GM) and 

Mixture of Gaussian Model or Mixture Gaussian Model (GMM), and non- parametric model such as histogram 

based lookup table (LUT) [5][1], and Bayes classifier. Each of the mentioned skin color modeling methods has 

different merits and the nature of the application determine the selection of the reliable modeling method and the 

perfect color space that fit with the selected skin color modeling method. 

 

II. RELATED WORK 
For the segmentation of skin color pixels, various techniques have been proposed. Some researches 

analyzed the skin color information for skin color detection by converting into different color space such as 
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normalized r-g, HSV and YCbCr. Techniques including parametric and non-parametric methods usually deal 

with the chrominance plane components of the color only and neglect the luminance component [6], to 

minimize the effecting of lighting ambient changes [6][5] and the overlapping with other background objects 

[6].GM and GMM are parametric methods that model the distribution of skin color to classify the skin color, 

using some parameters mean, variance, and weights (in case of GMM method). These parameters initially 

extracted either from predefined training data set [1], or using some statistical method such as Expectation 

Maximization (EM) [7] or k-mean clustering [8]. However, the parameters should selected in prudence where 

bad initial estimation of GMM parameters can led to unpredictable classification results, as well as the 

increasing number if GMM mixtures considered computation / time [4] consuming and produce infeasible 

system [6]. On the other hand non-parametric methods provide general distribution of the color [6]. Lookup 

table (LUT)is a histogram based method [9] in which the probability of the skin color can be estimated using 

only the training data and no need for explicit model fitting[1][5][10] . Histogram one of the non-parametric 

methods that evaluate the probability density function of image intensities [6][11]by counting pixel frequencies 

of each color [11]. In this method, the color space components are partitioned or quantized into regular number 

of bins for simplicity and robust performance [10]. The non-parametric methods are fast [5]and efficient when 

adequate amount of training data are ready [6], however, insufficient amount of training data led up to 

inaccuracy of skin color distribution [6][11]. Hasan [1] proposed multiple of GMM system (MuGMM) on three 

different color models, i.e. normalized r-g, HSV, and YCbCr for modeling hand skin color. Hasan applied a 

separate GMM for each color model and obtained a probability for each color model and the maximum 

probability have been utilized as the final probability. Bayesian decision rule were used for classifying the skin 

pixels.[4]proposed segmentation method based on GMM by utilizing the property of converting gray-level 

image values into different modes of histogram [4], and built a normal distribution for each mode. The number 

of histogram modes as well as the GMM parameters has been estimated using EM algorithm[4]. [12] applied 

histogram back projection skin color model for face detection algorithm, HS color space are used to build the 

system and thresholding technique used to obtain the segmented binary image [12]. [13] suggested histogram-

based self-constructing neural fuzzy inference network (SONFIN) system for Skin color segmentation, using HS 

color space [13]. The suggested system used HS Histogram information for training the SONFIN [13]. 

However, histogram-based approaches usually need great amount of training data [9][5], hence a large space for 

memory storage [9] which would already increase when the size of training data increase [6h]. [8] Gokalp 

applied GMM for modeling human skin color distribution. K-means algorithm is used for parameters 

initialization, EM algorithm for parameters estimation, and Minimum Description Length (MDL) algorithm for 

determining the number of GMM parameters. Using three different color models YES, chromatic space and log-

opponent models [8]. [14] adopted YCbCr color space with GMM for skin color segmentation of hand gesture 

and test the efficiency of three different types of cameras (single color, stereo color and thermal camera) for 

better segmentation.[15] Studied different histogram bins and concluded that the best number of histogram bins 

for RGB color model is          for a small amount of training data [15]. 

 

III. PROPOSED ALGORITHM 
This work inspired from the method of [1] which build a skin color modeling system based on multiple 

Gaussian Mixture Model (MuGMM) from the most common three color spaces, as mentioned previously. In this 

work we adopted multiple histograms skin color modeling system to segment human skin color regions. The 

proposed system combine three color models, RGB, HSV, and YCbCr to produce a robust skin color model 

which can take advantages of the selected color spaces. In this system a histogram based approach has been 

applied on each color model, and then all the resulted histograms are integrated to form a new superior 

histogram technique called Multiple Histograms Technique (MHT).The proposed model has shown its 

efficiency when compared with histogram based approach applied on single color model. From the selected 

color models, only the chrominance components are utilized in the proposed system. The chrominance 

components are quantized into significant number of bins [5] that represent the range of color values [5] in an 

image region [16]. The 2D histogram are generated from these bins which are formed the lookup table LUT [5]. 

Each bin has the number of frequencies a specific color pixel appeared; this process is performed in the training 

stage of skin color to extract the probability distribution of skin color pixels [5].The RGB histogram divides 

each of the RGB components into eight number of bins as in [10], this provide a (     ) histogram of 512 

bins. Different study applied histogram on RGB color model and selected          bin histograms [6]. In 

this work we applied the (     ) bins histogram.  

The HSV histogram divides into eighteen regions for (H) component and three regions for the (S, 

V)components, this provide        histograms of 162 bins.  

The YCbCr histogram divides the (Y) luminance component into eight regions, and (Cb, Cr) the chrominance 

components into four regions, which form       histogram of 128 bins as in [16]. As mentioned previously 
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only the chrominance components are used (RG, HS, and CbCr) components to reduce the illumination change 

by removing the luminance component. 

For a single color model histogram, the probability distribution   can be defined by equation (1) as 

mentioned in [5] 

 

 (      )   
     ( )

 
                                                                                    (1) 

 

Where      ( ) represent the value of histogram bin for the color vector ,and   represents the sum of 

all values of histogram bin. 

The proposed system can be defined by equation (2) 

 

 (      )            ( )                                                                          (2) 

 

Where  represent the number of color models used (which considered three color models in this 

study),   represents the histogram probability of the color model  , (      ) represent the probability of color   
being a skin color pixel. 

The skin color c is classified into skin or non-skin pixel using a thresholding technique. Empirically the value of 

the threshold is specified. 

 

IV. EVALUATION OF SEGMENTATION RESULTS 
For the proposed method, metric have been adopted to evaluate the result [1].The same data base 

applied in Hasan [1] are utilized in this work35 images are used for training the system with their ground truth 

images, the number of skin pixels used  for system training is 757883, and 100 images are used for the testing 

phase. The first metric as described in [1]:  

Correct Detection Rate (CDR): Represents the number of pixels that are correctly classified as skin 

pixel by the algorithm.  

 

     
  
 

  
                                                                                             (3) 

 

False Detection Rate (FDR): Represents the number of pixels that arewrongly classified as non-skin pixel by the 

algorithm.  

 

     
   
 

   
                                                                                           (4) 

 

Classification Rate (CR):The number of skin pixels that are correctly classified by the algorithm and 

ground truth divided by the maximum value from either the number of skin pixels classified by the algorithm or  

the number of skin pixels classified by the ground truth.  

 

    
  
 

   (  
    

 
)
                                                                               (5) 

 

Where   
  represent the total number of pixels classified correctly as skin pixels by the algorithm.   

 
 

represent the total number of pixels classified correctly as skin pixels by the ground truth.    
  represent the total 

number of pixels classified wrongly as non-skin pixels by the algorithm.    
 

 represent the total number of pixels 

classified as non-skin pixels by the ground truth, and   
 representthe total number of pixels classified as non-

skin pixels by the algorithm. Table 1 shows these metric parameters computed for the proposed algorithm and 

three color models.  

 

 



American Journal of Engineering Research (AJER) 2013 
 

 
 

w w w . a j e r . u s  
 

Page 53 

From table 1, obviously the result of the proposed algorithm is superior and outperforms on other color 

models when applying single color model based histogram approach comparing all the metric parameters 

separately. Figure 1demonstrates some results when applying the proposed algorithm on different hand gesture 

images. 

 

 
 

  a) the original input image, b) rgb, c)HSV, d)YCbCr,  and e) the proposed algorithm. 

Figure 1: An example of implementation the histogram based skin color segmentation on the selected color 

models and the result of the proposed algorithm. 

From the Figure 1, we can notice that the segmentation result for each of the RGB and YCbCr color 

models have some shortcoming in specific regions, while the results using HSV are mostly perfect, hence the 

proposed algorithm take the advantages of the selected color models, the result of the proposed algorithm 

represents the histogram based skin color applied on HSV color model results. We applied the proposed 

algorithm on a natural image with no kin color pixels, and the results are explained in Figure 2. 

 

 
a, b) the input images, c, d) the corresponding segmented images using the proposed algorithm for each of a and 

b respectively.    

Figure 2: the implementation of the proposed algorithm on natural scene. 

 

V. CONCLUSION 
Skin color based segmentation techniques have been widely utilized in pattern recognition and 

computer vision fields. Various color space are employed with skin color based segmentation algorithms 

depending on the application field. The separation of the chrominance components from the illumination 

component provides the benefit of avoiding sensitivity to illumination changes. Statistical approaches have 

proven its robustness in the field. In this work, we proposed a histogram based skin color segmentation system, 

this system take the advantage of applying histogram based skin color segmentation for several color models 

and combine them to unify a single modeling system. The proposed system is fast, efficient and the output 

results show its robustness and outperforming on other color models. 
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VI. FUTURE WORK 
The idea of the future work are inspired also form the idea of Hasan [1] but he applied Gaussian 

mixture Model GMM for modeling the skin color as well, in this work we utilize histogram method for 

modeling the skin pixel. In this work, the maximum of histogram skin color based segmentation have been 

proposed as shown in equation (2). The future work is to build modeling system based histogram skin color 

segmentation technique by using the Mixture of multiple histogram technique (MiMHT), where each separated 

color model applied on histogram based approaches are evaluated by a weight value. The weights for each color 

model are represented by the classification rate (CR) defined in equation (5) in which it represent the exact 

representation of the model efficiency. Equation (6) explained the proposed system: 

 

 (      )   ∑    
 
     ( )                                                                (6) 

 

Where     represents the weight’s value of the     selected color model. The value of the weight can be 

calculated form the normalization of the classification rates CR of the utilized color models as shown in 

equation (7) 

 

    
   

∑    
 
   

                                                                             (7) 
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Abstract: This work investigated the compressive strength of binary and ternary blended cement sandcrete and 

soilcrete blocks containing cassava waste ash (CWA) and plantain leaf ash (PLA). 135 solid sandcrete blocks 

and 135 solid soilcrete blocks of 450mm x 225mm x 125mm were produced with OPC-CWA binary blended 

cement, 135 with OPC-PLA binary blended cement, and 135 with OPC-CWA-PLA ternary blended cement, 

each at percentage OPC replacement with pozzolan of 5%, 10%, 15%, 20%, and 25%.Three sandcrete blocks 

and three soilcrete blocks for each OPC-pozzolan mix and the control were crushed to obtain their compressive 

strengths at 3, 7, 14, 21, 28, 50, 90, 120, and 150 days of curing. Sandcrete and soilcrete block strengths from 

binary and ternary blended cements were found to be higher than the control values beyond 90 days of 

hydration. The 150-day strength values for OPC-CWA-PLA ternary blended cement sandcrete and soilcrete 

blocks were respectively 5.90N/mm2and 5.10N/mm2 for 5% replacement, 5.80N/mm2and 4.95N/mm2 for 10% 

replacement, 5.65N/mm2and 4.85N/mm2for 15% replacement, 5.60N/mm2and 4.75N/mm2for 20% replacement, 
and 5.25N/mm2and 4.65N/mm2 for 25% replacement; while the control values were 5.20N/mm2 and 

4.65N/mm2. Thus, OPC-CWA and OPC-PLA binary blended cements as well as OPC-CWA-PLA ternary 

blended cement could be used in producing sandcrete and soilcrete blocks with sufficient strength for use in 

building and minor civil engineering works where the need for high early strength is not a critical factor.    

 

Keywords: Binary blended cement, ternary blended cement, sandcrete block, soilcrete block, pozzolan, cassava 

waste ash, plantain leaf ash. 

 

I. INTRODUCTION 
Sandcrete and soilcrete blocks are cement composites commonly used as walling units in buildings all 

over South Eastern Nigeria and many other parts of Africa. Many researchers have investigated various aspects 

of these important construction materials. Baiden and Tuuli (2004) confirmed that mix ratio, materials quality, 

and mixing of the constituent materials affect the quality of sandcrete blocks. Afolayan, Arum, and Daramola 

(2008) tested the compressive strength values of sandcrete blocks produced by different block industries in 

Ondo State, Nigeria and found that they were very much lower than those stipulated by the relevant Codes and 

Standards. The blocks also had high coefficient of variation that indicate very poor quality control in the 

production processes. Wenapereand Ephraim (2009) found that the compressive strength of sandcrete blocks 

increased with age of curing for all mixes tested at the water-cement ratio of 0.5. The strength at ages 7, 14, and 

21 days were 43%, 75%, and 92% of the 28-day strength respectively. Much of the focus of researchers in this 

field within the past decade has been to find ways of reducing the cost of cement used in sandcrete and soilcrete 

block production so as to provide low-cost buildings in the suburbs and villages of South Eastern Nigeria. 
Agricultural by-products regarded as wastes in technologically underdeveloped societies are increasingly being 

investigated as partial replacement of Ordinary Portland Cement (OPC). Blended cements are already used in 

many parts of the world since it has been established that supplementary cementitious materials prove to be 

effective to meet most of the requirements of durable cement composites (Bakar, Putrajaya, and Abdulaziz, 

2010). Incorporating agricultural by-product pozzolans such as rice husk ash (RHA) calcined at high 

temperatures has been studied with positive results in the manufacture and application of blended cements 

(Malhotra and Mehta, 2004). Agbede and Obam (2008) have investigated the strength properties of OPC-RHA 
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blended sandcrete blocks. They replaced various percentages of OPC with RHA and found that up to 17.5% of 

OPC can be replaced with RHA to produce good quality sandcrete blocks. Ganesan, Rajagopal, and Thangavel 

(2008) assessed the optimal level of replacement of OPC with RHA for strength and permeability properties of 

blended cement concrete.Nair, Jagadish, and Fraaij (2006) found that RHA could be a suitable alternative to 

OPC for rural housing. Cisse and Laquerbe (2000) reported that sandcrete blocks obtained with unground 

Senegalese RHA as partial replacement of OPC had greater mechanical resistance than 100% OPC sandcrete 

blocks. Their study also revealed that the use of unground RHA enabled production of lightweight sandcrete 
block with insulating properties at a reduced cost. Elinwa and Awari (2001) found that groundnut husk ash 

could be suitably used as partial replacement of OPC in concrete making. Oyekan and Kamiyo (2011) reported 

that sandcrete blocks made with RHA-blended cement had lower heat storage capacity and lower thermal mass 

than 100% OPC sandcrete blocks. They explained that the increased thermal effusivity of the sandcrete block 

with RHA content is an advantage over 100% OPC sandcrete block as it enhances human thermal comfort. 

Several other researchers have also investigated the combination of OPC with different percentages of a 

pozzolan in making binary blended cement composites (Adewuyi and Ola, 2005; De Sensale, 2006; Saraswathy 

and Song, 2007). Wada et al. (2000) demonstrated that RHA mortar and concrete exhibited higher compressive 

strength than the control mortar and concrete. Mehta and Pirtz (2000) investigated the use of rice husk ash to 

reduce temperature in high strength mass concrete and concluded that RHA is very effective in reducing the 

temperature of mass concrete compared to OPC concrete. Malhotra and Mehta (2004) reported that ground 

RHA with finer particle size than OPC improves concrete properties as higher substitution amounts result in 
lower water absorption values and the addition of RHA causes an increment in the compressive strength. Sakr 

(2006) investigated the effects of silica fume and rice husk ash on the properties of heavy weight concrete and 

found that these pozzolans gave higher concrete strengths than OPC concrete at curing ages of 28 days and 

above. Cordeiro, Filho, and Fairbairn (2009) investigated Brazilian RHA and rice straw ash (RSA) and 

demonstrated that grinding increased the pozzolanicity of RHA and that high strength of RHA, RSA concrete 

makes production of blocks with good bearing strength in a rural setting possible. Their study showed that 

combination of RHA or RSA with lime produces a weak cementitious material which could however be used to 

stabilize laterite and improve the bearing strength of the material. Rukzon, Chindaprasirt, and Mahachai (2009) 

studied the effect of grinding on the chemical and physical properties of rice husk ash and the effects of RHA 

fineness on properties of mortar and found that pozzolans with finer particles had greater pozzolanic reaction. 

Cordeiro, Filho, and Fairbairn (2009) further investigated the influence of different grinding times on the 
particle size distribution and pozzolanic activity of RHA obtained by uncontrolled combustion in order to 

improve the performance of the RHA. The study revealed the possibility of using ultrafine residual RHA 

containing high-carbon content in high-performance concrete. Habeeb and Fayyadh (2009) also investigated the 

influence of RHA average particle size on the properties of concrete and found that at early ages the strength 

was comparable, while at the age of 28 days finer RHA exhibited higher strength than the sample with coarser 

RHA. Pioneer researches have also been carried out on the possibility of ternary blended systems whereby OPC 

is blended with two different pozzolans. The ternary blended system has two additional economic and 

environmental advantages. First, it makes it possible for two pozzolans to be combined with OPC even if neither 

of them is available in very large quantity. Second, it enables a further reduction of the quantity of OPC in 

blended cements. Elinwa, Ejeh, and Akpabio (2005) investigated the use of sawdust ash in combination with 

metakaolin as a ternary blend with 3% added to act as an admixture in concrete. Tyagher, Utsev, and Adagba 

(2011) found that sawdust ash-lime mixture as partial replacement for OPC is suitable for the production of 
sandcrete hollow blocks. They reported that 10% replacement of OPC with SDA-lime gave the maximum 

strength at water-cement ratio of 0.55 for 1:8 mix ratio. Frı´as et al. (2005) studied the influence of calcining 

temperature as well as clay content in the pozzolanic activity of sugar cane straw-clay ashes-lime systems. All 

calcined samples showed very high pozzolanic activity and the fixation rate of lime varied with calcining 

temperature and clay content. Rukzon and Chindaprasirt (2006) investigated the strength development of 

mortars made with ternary blends of OPC, ground RHA, and classified fly ash (FA). The results showed that the 

strength at the age of 28 and 90 days of the binary blended cement mortar containing 10 and 20% RHA were 

slightly higher than those of the control, but less than those of FA. Ternary blended cement mixes with 70% 

OPC and 30% of combined FA and RHA produced strengths similar to that of the control. The researchers 

concluded that 30% of OPC could be replaced with the combined FA and RHA pozzolans without significantly 

lowering the strength of the mixes. Fadzil et al. (2008) have also studied the properties of ternary blended 
cementitious (TBC) systems containing OPC, ground Malaysian RHA, and fly ash (FA). They found that 

compressive strength of concrete containing TBC gave low strength at early ages, even lower than that of OPC, 

but higher than binary blended cementitious (BBC) concrete containing FA. Their results suggested the 

possibility of using TBC systems in the concrete construction industry and that TBC systems could be 

particularly useful in reducing the volume of OPC used. Much of the previous works by researchers on ternary 



American Journal of Engineering Research (AJER) 2013 
 

 
 

w w w . a j e r . u s  
 

Page 57 

blended cements were based on the ternary blending of OPC with an industrial by-product pozzolan such as FA 

or silica fume (SF) and an agricultural by-product pozzolan, notably RHA. Tons of agricultural and plant wastes 

such as cassava waste (the peelings from cassava tubers) and plantain leaf are generated in the various local 

communities in South Eastern Nigeria due to intensified food production and local economic ventures.  Very 

little literature is available on the possibility of binary combination of these Nigerian agricultural by-products 

with OPC in developing blended cements and no literature exists on the possibility of ternary blending of two of 

them with OPC. This work is part of a pioneer investigation of the suitability of using two Nigerian agricultural 
by-products in ternary blend with OPC for sandcrete and soilcrete block making. The compressive strength of 

binary and ternary blended cement sandcrete and soilcrete blocks containing cassava waste ash and plantain leaf 

ash was specifically investigated. It is hoped that the successful utilization of cassava waste ash and plantain leaf 

ash in binary and ternary combination with OPC for making sandcrete and soilcrete blocks would go a long way 

in reducing the cost of building and minor civil engineering projects that make much use of sandcrete and 

soilcrete blocks as well as add economic value to these agricultural by-product wastes.  

 

II. METHODOLOGY 
Cassava waste (the peelings from cassava tubers) was obtained from Ihiagwa in Imo State and plantain 

leaf from Ogbunike in AnambraState, all in South Eastern Nigeria.  These materials were air-dried and calcined 

into ashes in a locally fabricated furnace at temperatures generally below 650oC. The cassava waste ash (CWA) 

and plantain leaf ash (PLA) were sieved and large particles retained on the 600µm sieve were discarded while 

those passing the sieve were used for this work. No grinding or any special treatment to improve the quality of 

the ashes and enhance their pozzolanicity was applied. The CWA had a bulk density of 820 Kg/m3, specific 

gravity of 1.95, and fineness modulus of 1.88. The PLA had a bulk density of 750 Kg/m3, specific gravity of 

1.80, and fineness modulus of 1.35. Other materials used for the work are Ibeto brand of Ordinary Portland 

Cement (OPC) with a bulk density of 1650 Kg/m3 and specific gravity of 3.13; river sand free from debris and 

organic materials with a bulk density of 1590 Kg/m3, specific gravity of 2.68, and fineness modulus of 2.82; 

laterite also free from debris and organic materials with a bulk density of 1450 Kg/m3, specific gravity of 2.30, 
and fineness modulus of 3.30; and water free from organic impurities.   

A simple form of pozzolanicity test was carried out for each of the ashes. It consists of mixing a given 

mass of the ash with a given volume of Calcium hydroxide solution [Ca(OH)2] of known concentration and 

titrating samples of the mixture against H2SO4 solution of known concentration at time intervals of 30, 60, 90, 

and 120 minutes using Methyl Orange as indicator at normal temperature. For each of the ashes the titre value 

was observed to reduce with time, confirming the ash as a pozzolan that fixed more and more of the calcium 

hydroxide, thereby reducing the alkalinity of the mixture. A standard mix ratio of 1:6 (blended cement: laterite) 

was used for both the sandcrete and the soilcrete blocks. Batching was by weight and a constant water/cement 

ratio of 0.6 was used. Mixing was done manually on a smooth concrete pavement. For binary blending with 

OPC, each of the ashes was first thoroughly blended with OPC at the required proportion and the homogenous 

blend was then mixed with the sand in the case of sandcrete blocks and with laterite in the case of soilcrete 
blocks, also at the required proportions. For ternary blending, the two ashes were first blended in equal 

proportions and subsequently blended with OPC at the required proportions before mixing with the sand or 

laterite, also at the required proportions. Water was then added gradually and the entire sandcrete or soilcrete 

heap was mixed thoroughly to ensure homogeneity.  

One hundred and thirty-five (135) solid sandcrete blocks and one hundred and thirty-five (135) solid 

soilcrete blocks of 450mm x 225mm x 125mm were produced with OPC-CWA binary blended cement, one 

hundred and thirty-five (135) with OPC-PLA binary blended cement, and one hundred and thirty-five (135) with 

OPC-CWA-PLA ternary blended cement, each at percentage OPC replacement with pozzolan of 5%, 10%, 

15%, 20%, and 25%. Twenty seven (27) sandcrete blocks and twenty seven (27) soilcrete blocks were also 

produced with 100% OPC or 0% replacement with pozzolan to serve as control. This gives a total of 432 

sandcrete blocks and 432 soilcrete blocks. All the blocks were cured by water sprinkling twice a day in a shed. 
Three sandcrete blocks and three soilcrete blocks for each OPC-pozzolan mix and the control were tested for 

saturated surface dry bulk density and crushed to obtain their compressive strengths at 3, 7, 14, 21, 28, 50, 90, 

120, and 150 days of curing. 

 

III. RESULTS AND DISCUSSION 
The pozzolanicity test confirmed both the CWA and the PLA as pozzolans since they fixed some 

quantities of lime over time. The particle size analysis showed that both ashes were much coarser than OPC, the 
reason being that they were not ground to finer particles. This implies that the compressive strength values 

obtained using them could still be improved upon if the ashes are ground to finer particles. The compressive 
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strengths of the OPC-CWA and OPC-PLA binary blended cement sandcrete and soilcrete blocks as well as the 

OPC-CWA-PLA ternary blended cement sandcrete and soilcrete blocks are shown in tables 1, 2, and 3 for 3-14 

days, 21-50 days, and 90-150 days of curing respectively.  
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The results in tables 1 to 3 show that the values of soilcrete block strength are consistently less than the 

corresponding values of sandcrete block strength for all percentages of OPC replacement with pozzolans and at 

all curing ages. This confirms the superiority of sand over laterite as fine aggregate material in making cement 

composites. Nonetheless, a close examination of the results shows that the values of the soilcrete block strengths 

are not much different from those of sandcrete block strengths. For example, the 50-day strengths are 

4.70N/mm2 for sandcrete block and 4.30N/mm2 for soilcrete block at 100% OPC and 4.45N/mm2 for sandcrete 

block and 4.30N/mm2 for soilcrete block at 10% replacement of OPC with CWA-PLA in ternary blending. This 
also confirms that laterite could be used as sole fine aggregate in making cement composites for low-cost houses 

in communities where sharp sand is difficult to obtain at affordable prices. 

The strength values for OPC-CWA and OPC-PLA binary blended cement sandcrete and soilcrete blocks as well 

as those of OPC-CWA-PLA ternary blended cement sandcrete and soilcrete blocks were all less than the 

equivalent control values at 3-50 days of hydration for all percentage replacements of OPC with pozzolans. The 

strength values of the binary and ternary blended cement sandcrete and soilcrete blocks were the same with the 

equivalent control values at about 90 days of hydration and greater than the control values at curing ages beyond 

90 days. The 150-day strength values for OPC-CWA-PLA ternary blended cement sandcrete and soilcrete 

blocks were respectively 5.90N/mm2and 5.10N/mm2 for 5% replacement, 5.80N/mm2and 4.95N/mm2 for 10% 

replacement, 5.65N/mm2and 4.85N/mm2for 15% replacement, 5.60N/mm2and 4.75N/mm2for 20% replacement, 

and 5.25N/mm2and 4.65N/mm2 for 25% replacement; while the control values were 5.20N/mm2 and 

4.65N/mm2. The lower strength values of blended cement sandcrete and soilcrete blocks at earlier days of 
hydration shows that pozzolanic reaction was not yet much at those earlier periods; the pozzolanic reaction 

became higher at later ages and this accounts for the much increase in strength of blended cement sandcrete and 

soilcrete blocks compared to the control specimens.  

It can also be seen from tables 1-3 that the strength values of OPC-CWA binary blended cement 

sandcrete and soilcrete blocks were consistently marginally greater than those of OPC-PLA binary blended 

cement sandcrete and soilcrete blocks for all percentage replacements of OPC with pozzolans and at all curing 

ages. The strength of the OPC-CWA-PLA ternary blended cement sandcrete and soilcrete blocks was 

consistently in-between the values of the OPC-CWA and OPC-PLA binary blended cement sandcrete and 

soilcrete blocks. This suggests that more CWA than PLA should be utilized if the two pozzolans were to be used 

in unequal proportions to optimize the strength of the OPC-CWA-PLA ternary blended cement sandcrete and 

soilcrete blocks. Moreover, the closeness in strength values of OPC-CWA and OPC-PLA binary blended 
cement sandcrete and soilcrete blocks and the fact that the strength of the OPC-CWA-PLA ternary blended 

cement sandcrete and soilcrete blocks was in-between these values suggests that the two agricultural by-product 

pozzolans could be combined in any available proportions individually in binary blending or together in ternary 

blending with OPC in making blended cement sandcrete and soilcrete blocks. 

 

IV. CONCLUSIONS 
The strength values of soilcrete blocks were found to be less than those of sandcrete blocks for all 

percentages of OPC replacement with pozzolans and at all curing ages. Therefore, sand should be used in 

preference to laterite for cement blocks making. However, since the soilcrete block strengths were not much less 

than the equivalent sandcrete block strengths, good quality laterite is still suitable for block making in the 

various communities where sand is scarce and unaffordable to the rural populace. OPC-CWA and OPC-PLA 

binary blended cement sandcrete and soilcrete blocks as well as OPC-CWA-PLA ternary blended cement 

sandcrete and soilcrete blocks have compressive strength values less than those of 100% OPC sandcrete and 

soilcrete blocks for 5-25% replacement of OPC with pozzolans at 3-50 days of hydration. The blended cement 

sandcrete and soilcrete block strength values become equal to the control values at about 90 days of curing and 

greater than the control values beyond 90 days of hydration. Thus, OPC-CWA and OPC-PLA binary blended 

cements as well as OPC-CWA-PLA ternary blended cement could be used in producing sandcrete and soilcrete 

blocks with sufficient strength for use in building and minor civil engineering works where the need for high 
early strength is not a critical factor.    

The strength of OPC-CWA binary blended cement sandcrete and soilcrete blocks is consistently greater 

than that of OPC-PLA binary blended cement specimens for all percentage replacements of OPC with pozzolans 

and at all curing ages. The strength values of OPC-CWA-PLA ternary blended cement sandcrete and soilcrete 

blocks were consistently in-between the values of OPC-CWA and OPC-PLA binary blended cement sandcrete 

and soilcrete blocks. This suggests that more CWA should be used than PLA if the two pozzolans were to be 

used in unequal proportions to optimize the strength of the OPC-CWA-PLA ternary blended cement sandcrete 

and soilcrete blocks. Moreover, the closeness in strength values of OPC-CWA and OPC-PLA binary blended 

cement sandcrete and soilcrete blocks and the fact that the strength of the OPC-CWA-PLA ternary blended 

cement sandcrete and soilcrete blocks was in-between these values suggests that the two agricultural by-product 
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pozzolans could be combined in any available proportions individually in binary blending or together in ternary 

blending with OPC in making blended cement sandcrete and soilcrete blocks for use in various Nigerian 

communities. 
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Abstract:  This present study investigated the issue of gold mine tailings dams as a potential source of arsenic 

and other trace elements contamination and their dissolution into the adjoining environmental media in Obuasi 

Municipality of Ghana. One active (Sanso tailings dam) and two abandoned (Pompora and Dokyiwa) mine 

tailings dams in Obuasi gold mine site, were selected for the collection and analysis of the tailings. The 

concentrations of As, Fe, Mn, Cu and Zn were determined using an atomic absorption spectrometer (AAS, 

Varian Models 240FS). The total concentrations of elements in the mine tailings were up to 1752 mg/kg As, 

75.16 wt.% Fe, 1848.12 mg/kg Mn, 92.17 mg/kg Cu and 7850 177.56 mg/kg Zn. Sulfate was the dominant anion 

throughout the leachate, reaching a maximum dissolved concentration of 58.43 mg/L. The mine tailings were 
contaminated with much higher concentrations of As and heavy metals than the Netherlands soil protection 

guideline values. Leaching levels of As were in the range of 0.04–0.56 %, presenting high proportions for the 

total arsenic content in the mine tailings. 

 

Keywords:  Arsenic, heavy metals, mine tailings, gold mining, Obuasi, Ghana 

 

I. INTRODUCTION 
Ghana, formerly the Gold Coast, is an important gold mining country located in the western part of 

Africa. Commercial scale gold mining predates the late 19th century. The Ashanti and Western regions are the 

major gold mining locations. The gold (Au) is associated with sulphide mineralization, particularly arsenopyrite 

(Griffis et al., 2002). The belief is that the Birimian formation has over ten times the average crystal abundances 

of gold and arsenic (Kesse, 1985). Due to the nature of the gold ore and the previous method of mining and 
processing of the metal, environmental degradation and metal pollution are restricted to only mining areas 

especially Obuasi, Prestea, and Tarkwa. Hence arsenic mobilizes in the environment as a result of arsenopyrite 

oxidation induced by mining activities (especially dispersal of tailings). The degeneration of the Ghanaian 

mining environment by mine chemical wastes is principally the consequence of poor management of mine spoil 

facilities and the reckless manner in which alluvial and open pit activities are carried out.  

Mining operations generally produce many types of mine wastes, including mine tailings, waste rock 

and slag. Mine tailings out of those, in particular, act as a main source of environmental contamination (Roussel 

et al., 2000). Arsenic (As) and heavy metals may be released from the mine wastes to the ground and surface 

water systems, as well as the geological environment due to their solubility and mobility (Jang et al., 2005). A 

large amount of mine wastes including mine tailings, slag, and waste rock were also produced by the mining 
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operation and are usually passed into the tailings. Also, flood damages and ground subsidence have occurred at 

the mine several times because it was not equipped with any facility for the prevention of the damage. During 

the year 2005, there were three recorded incidents of tailings spillage, each of it resulted in serious 

environmental problems at Obuasi. This spillage from the dams would be the cause of reduced production levels 

of farm products and reddish color of vegetation in the area as well as the bare nature of some portions of the 

land (Kumi-Boateng, 2007). Arsenic in mine tailings usually exists in sulfide minerals such as pyrite (FeS2), 

arsenopyrite (FeAsS), galena (PbS), chalcopyrite (CuFeS2), and sphalerite [(Fe, Zn)S] (Roussel et al., 2000). 

Oxidation, dissolution, precipitation, adsorption, and desorption mainly occur in mine tailings exposed to the air. 

Oxidation of sulfide minerals results in contamination of the surrounding soil and groundwater by allowing 

release of As and heavy metals in sulfide-bearing minerals (Kim et al., 2004; Lim et al., 2009). Furthermore, As 

and heavy metals from mine tailings may cause fatal diseases in humans through crops and water due to the 
characteristic easy accumulation in internal organs (Lee et al., 2007). Hence, tailings need to be properly 

managed because they constitute a major source of release of many trace elements into the environment. Gold 

mine tailings at Obuasi, for instance, contain very high amount of As, averagely 8305 mg/kg (Ahmad and 

Carboo, 2000). The preferred approach to tailings management is to pump the tailings, usually in slurry form, 

into impoundments or dams designed to hold the tailings and perform a number of functions, including 

treatment functions.  Around the town of Obuasi, Prestea and Tarkwa studies in these locations revealed high As 

concentration in water, soil, fruits, food crops, biological tissues, rivers, school compounds, farmlands and 

settlements close to the mine sites (Smedley et al., 1996; Amonoo-Neizer et al., 1996; Golow et al., 1996; 

Carboo and Sarfor-Armah, 1997; Ahmad and Carboo, 2000; Boadu et al., 2001; Akabzaa et al., 2005; Asklund 

and Eldvall, 2005; Ansong Asante et al., 2005). In cognizance of the above, it is apparent that, the As research 

in the Ghanaian environment focused primarily on surface waters, soils, food crops, fruits and biological 

samples with limited studies on mine tailings, identified as one of major source of As poisoning. More so, the 
few studies performed in some parts of Obuasi were restricted to only few sites with most communities 

unattended. Unfortunately, gold mining is progressing steadily in Obuasi environment known to have geology 

rich in arsenopyrite. Yet, the impact of this element in the Ghanaian environment has not received the fullest 

attention. 

This present study investigated the issue of gold mine tailings dams as a potential source of arsenic and 

other trace elements contamination and their dissolution into the adjoining environmental media in Obuasi 

Municipality. The study considered two types of tailings dams - one active and two decommissioned - and 

assessed the distribution of these heavy metals. In addition, leaching test was conducted with rain water to 

ascertain a way to preserve arsenic species without change of their oxidation states and to prevent added 

chemicals from affecting dissolution process. 

 

II. PHYSIOGRAPHY, GEOLOGY AND HYDROGEOLOGY 
Obuasi is located in the Ashanti region of Ghana (Fig. 1) and is about 64 km south of Kumasi, the 

regional capital and 300 km north-west of Accra, the capital of Ghana. It is situated at latitude 6° 12’ 00’’ North 

and longitude 1° 40’ 00’’ West. It is located in the tropical evergreen rain forest belt.  It covers an area of about 

about 162.4 km2 and is bounded on the south by Upper Denkyira District of the Central Region, east by Adansi 

South District, west by Amansie Central District and north by Adansi North District (Mensah, 2012). The 

climate is of the semi-equatorial type with a double rainfall regime. Total annual rainfall is about 1700 mm. 

Mean average annual temperature is 25.5 ºC and relative humidity is 75-80 % in the wet season (Fig. 2).  
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Fig. 1 Map of Obuasi Municipality showing the Sansu, Dokyiwa and Pompora tailing dams 

 

 
                                  

The area is underlain by metavolcanic, pyroclastic and metasedimentary rocks (Fig. 3). The 

metavolcanic rocks are of basaltic and gabbroic in compositions whereas the metasedimentary rocks are mainly 
tuffaceous and carbonaceous phyllites, tuff, cherts and manganeferous sediments. These two units are 

contemporaneous and separated by a major shear zone. Intruding the metavolcanic and metasedimentary rocks 

are magmatic bodies and porphyritic granitoids consisting of hornblende-rich varieties that are closely 

associated with the volcanic rocks, and mica-rich varieties which are found in the metasediment units (Kesse, 

1985). The Birimian is overlain by the Tarkwaian rocks made up of sedimentary units and also recent alluvial 

deposits. Gold ores contain high sulphide minerals, made up mainly of arsenopyrite and pyrite (Osae et al., 

1995). The top 30-80 m of the subsurface is made up of porous rocks that mark the water table in the area (Foli 

and Nude, 2012). Rock porosity ranges from 1.0-5.0×10G7 m/s (Kumapley, 1993). These rocks have undergone 

some degree of weathering and consist mainly of clay deposits which have subsequently been hardened and 

altered.  A cross section of the hills along the roads reveals the presence of an uneven distribution of quartz 

veins injected into the phyllites which break up on weathering to give rise to pisolithic and gravely pebbles 

(Boateng et al., 2012). The topography of Obuasi and its environs varies from gently undulating to hilly. There 
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are moderately high-elevated lands with lowlands and valleys between them. The highlands trend in different 

directions; they have flat and plateau tops and are generally amorphous in their shapes. 

 

 
 

III. MATERIALS AND METHODS 
Sample Collection 

Active and abandoned gold mine tailings dams (Fig. 1) were selected for the sample collection and 

analysis in the present study: they are Sansu active tailings dam, abandoned tailings dams at Pompora and 

Dokyiwa communities, respectively. The active  tailings  dams  were  built  some  two  decades  ago  with  the 

decommissioning  of  the  old  dam,  which was used for several decades. Six spots were selected randomly at 

each study site for sampling using soil auger and chisel hoe. Mini pits were dug at selected points, the soils were 

identified by the series name and sampled at a depth of 0-20 cm. At each demarcated selected point within every 

site, three 1 kg soil samples were collected at a depth of 20 cm from six different locations apart by about 15 m 
(Fig. 1). Samples were however, not taken from locations that were difficult to access. The samples were placed 

into plastic bag, and then stored in a cooler in the field. The samples were transported to the laboratory for 

analysis. The concentrations of As, Fe, Mn, Cu and Zn were determined using an atomic absorption 

spectrometer (AAS, Varian Models 240FS). Particle size distribution was determined using the modified 

Bouyoucos hydrometer (Day, 1965). Soil pH and electrical conductivity (EC) were also determined by glass 

electrode in a soil-water ratio of 1:2.5. Dissolved oxygen (DO, YSI model 58) was measured. The values of 

several anions (Cl-, F-, NO3
-, and SO4

2-) were determined by an ion chromatography (as described below).  
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Laboratory Analysis 

In order to determine the total concentrations of arsenic and metals (Fe, Cu, Mn and Zn) in the mine 

tailings, the samples were dried using a freeze-drier for 3–4 days and homogenized by thorough mixing. The 

homogenized dried samples were sieved through a 0.2 mm sieve and were digested using EPA method 6010 

(Roy-Keith, 1998). A total of 18 samples were digested separately and replicate results for each sample were 

obtained by repeating the same process on two different days. The final suspended mixture was filtered through 

a 0.45 µm membrane filter. The same procedure was performed with a blank and a standard reference material 

(2711, Montana Soil Moderately Elevated Traces) in each batch of digestion. The concentrations of arsenic and 

the trace metals in the leachate were determined using atomic absorption spectrometer (AAS) whereas those of 

anions were by ion chromatograph (IC).  

Lastly, leaching concentrations of arsenic from the mine tailings were evaluated. Leaching tests of the 
mine tailings were performed to indirectly evaluate release and mobility of contaminants to the surrounding 

environment by normal rainwater (approx. pH 5.8). The leaching test was conducted with rainwater in order to 

preserve arsenic species without change of their oxidation states and to prevent added chemicals from affecting 

As dissolution process.  

 

Quality Control Parameter for Mine Tailings Arsenic Determination 

Quality control measures were incorporated into the analytical scheme. Instrumental calibration, 

replicates and field blanks were prepared according to Knödel et al., (2007). A quality control (QC) standard 

was run routinely during the sample analysis to monitor instrument drift and overall quality of the analysis. For 

instrument calibration, a 100 µg/L As standard was prepared from serial dilutions of a 1000 µg/L stock standard. 

A calibration curve of 0.1, 0.5, 1.0, 1.5 and 2.0 ppm was prepared from that 100 µg/L arsenic standard. To 

detect possible interferences and matrix effects, which are considered important for arsenic determinations, the 

standard addition method was used with five arbitrarily chosen samples (Table 1).  

 

Table 1 Calibration plots corresponding to the standard of arsenic and the standard addition method of different 

samples 

Standard of As r (correlation 

coefficient) 

a 

(intercept) 

b 

(slope) 

Slope ratios of As 

standard/sample 

Standard of As 0.9998 0.0001 0.049 1.000 

BK1 0.9979 0.0390 0.045 1.365 

OB2 0.9999 0.0026 0.040 1.333 

AW3 0.9995 0.0135 0.041 1.304 
AC4 0.9993 0.0860 0.014 4.305 

AN5 0.9989 0.0018 0.026 2.000 

Absorbance = a+b (As, ppb). 

 

The analytical characteristics for arsenic determination in mine tailings leachate samples were done by 

spiking three leachate samples from their respective tailings dam with 10 µg arsenic to three equal fractions of 

leachate samples, respectively. A matrix modifier of 5 µg of Pd and 3 µg of Mg(NO3)2, was used for each 20 

mL of sample and was added into the blank, standard and samples. All samples and blanks were digested and 

diluted using the same procedure as described above. Reagent blank determinations were used to correct the 

instrument readings which were usually very low for this method.  

Table 2 shows the analytical characteristics for arsenic determination in mine tailings leachate samples by AAS. 

 

Table 2 Analytical recoveries (%) ± SD of As metal in mine tailings leachate samples at 10.0 µg/L fortification 
levels (n=3) 

Leachate samples SpikedAs 

(mgL-1) 

Recovered As (%) 

Dokyiwa  10 98.4± 0.3a 

Pompora  10 94.9± 1.7 

Sansu   10 88.3 ± 1.2 
a Average ± standard deviation. 

 

Mean recovery for the several added samples considered was 97.21±2.83 % (n=6). Mean relative standard 

deviations were lower than 7.00 %.  

The arsenic concentrations determined in the certified reference material NIST CRM 1643d (National 

Institute of Standard and Technology) containing trace elements in water and total arsenic at a certified 
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concentration of 56.02 ± 0.73 µg/L, was also analyzed (n=10) and was not significantly different from certified 

levels ( p > 0.05) (Table 3).  

 

Table 3 Accuracy and precision of the proposed method for arsenic determination against standard reference 

materials. 

 Mean total As ± SD (µg/L)   

Reference material Certified valuea Measured valuea Accuracy 

(%) 

Precision 

RSD (%) 

NIST CRM 1643d 56.02 ± 0.73 54.67 ± 0.89 96.41 5.33 

 
IV. RESULTS AND DISCUSSION 

Data on particle size distribution are presented in Table 4. Generally mine tailings from Sanso, 

Pompora and Dokyiwa tailings dams were reddish-brown to dark-gray coloration and sticky. The samples were 
in a slightly wet state containing 9.6 %, 6.2 % and 4.5 % water from the mine tailings from Sanso, Pompora and 

Dokyiwa tailings dam, respectively. The texture of the mine tailings at Sanso is silty clay loam whereas those of 

Pompora and Dokyiwa are clay. 

 

Table 4 Particle size distribution (mean of three samples) and texture of the tailings mud 

Sampling location Particle size distribution (%)  

Depth 

(cm) 

Sand Silt Clay Texture Moisture content 

Sanso 0-20 12 56 32 Silty clay loam 

Clay 

Clay 

9.6 

Pompora 0-20 20 29 51 6.2 

Dokyiwa 0-20 30 20 50 4.5 

Data represent means of 6 samples per site 

Table 5 shows pH, DO and the concentrations of fluoride, chloride, nitrate and sulfate in the leachate of 
mine tailings. The pHs of leachate in the analyzed samples were alkaline in nature which are not so low (not so 

acidic). In many cases, the mine leachate where acid mine drainage occurs would show very low pH values such 

as 2-4 (Jambor et al., 2003; Alvarez, et al., 2006). These neutral or slightly alkaline conditions greatly affected 

mobility of arsenic in the tailings mud. Relatively high pH values in this tailings mud may be derived from 

deficiency or less abundance of sulfide minerals in the tailings dam. Thus not much sulfate was generated from 

oxidation of the sulfide minerals, which did not substantially lower the pHs of the tailings mud, however, 

sulphate was the dominant anion among the other anions determined, reaching a maximum dissolved 

concentration of 58.43 mg/L. The high concentration of sulfate indicates that the oxidation of sulfide minerals 

had occurred in the mine tailings, so that sulfate had been produced.  

 

 
 

As shown in Fig. 4, the concentration of sulfate is inversely related to pH, showing that the sulfuric acid is the 

main source of large amounts of hydrogen ions. The EC values of the tailings mud ranged from 665 to 798 

μS/cm , which were considered quite similar values compared with those in other abandoned metal mines ( Kim 

et al., 1995). The highest EC values were measured at mine tailings (Pompora 1=798 and Pompora 2=773 

μS/cm). 
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Fig. 4 Relation between pH and sulfate concentration in leachate of mine tailings. 

 

The concentrations of other anions in the leachate were very low (<1.5 mg/L, with an exceptional value 

4.5 mg/L for Cl-). The values of DO were relatively low (3.32–5.03 mg/L at 25 0C).  

Table 6 shows the total concentrations of arsenic and other trace metals (As, Fe, Mn, Cu and Zn) in the mine 

tailings and arsenic leaching rates in rainwater. The results showed that the mine tailings were heavily polluted 

with arsenic, and total concentrations of each element were diverse. The total concentrations of elements in the 

mine tailings were up to 1752 mg/kg As, 75.16 wt.% Fe, 1848.12 mg/kg Mn, 92.17 mg/kg Cu and 7850 177.56 

mg/kg Zn. The order of abundance of the trace elements was Fe>As>Mn>Zn>Cu in the analyzed mine tailings 
(Table 6).  

 

 
 

Arsenic concentrations in soils from the decommissioned tailings dam site (Pompora and Dokyiwa 

tailings dam) far exceeded that from the active tailings dam (Sanso tailings dam). In relation to the Netherlands 

soil protection guidelines, As levels in soil beyond 55 mg/kg dry weight requires remediation (VROM, 2000). 

At this threshold, all the soils tested, especially soils from decommissioned and active tailings dams sites, 

showed poor quality with respect to As and may pose environmental health concern. Potential intrusions of As 

from the decommissioned tailings dam was approximately three fold that from the active tailings dams. 

The Fe content in all the analyzed samples was far above the soil protection guideline value of 21,000 
mg/kg, which meant that the presence of the tailings dams, both active and decommissioned probably impacted 

the surrounding soils with significant amount of Fe. Soils in Obuasi are rich in iron, associated with gold ore 

deposits principally characterized by sulphide minerals in arsenopyrite form (Osae et al., 1995; Amonoo-Neizer 

et al., 1995; Asiam, 1996; Smedley, 1996; Smedley et al., 1996; Ahmad and Carboo, 2000; Kumi-Boateng, 

2007).  

Mn contamination from the active tailings dams is only marginal, as the Mn levels from the active 

tailings dam were within the permissible range of values of 320 mg/kg for soil protection guideline. However, 

the levels of Mn in the decommissioned tailings dam were far above the intervention limit of 320 mg/kg. Factors 

contributing to the differences in Mn concentration between soil samples from the two tailings dam sites are not 

clear, however, the possible cause for this might be poor mobility of Mn in soils. Mn contamination from the 
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dams via movement through soil might take considerably long time to manifest, probably, a reason why the Mn 

contamination was more pronounced in the decommissioned dam compared to the more recent active dam. 

Another reason might be the susceptibility of old dried tailings of the decommissioned dam to transport by air, 

in view of the fact that it was not capped.  

The mean concentrations of Cu in soils from the active and decommissioned tailings dams exceeded 

the recommended limit of 36 mg/kg for a typical uncontaminated soil, however, the values were still within Cu 

intervention limit of 190 mg/kg for contaminated sites (VROM, 2000). 

Zn contamination from the active tailings dams is also marginal, as in the Mn levels from the active 

tailings dam. The mean levels of Zn from the active tailing dam were within the recommended limit of 140 

mg/kg for a typical uncontaminated soil. However, Zn levels of soil samples from the decommissioned tailings 

dam site fell short of recommended background level of 140 mg/kg, but were still within intervention limit of 
720 mg/kg (VROM, 2000).  

With regards to the site with the highest concentrations of trace elements, the following observation 

was made: decommissioned tailings dam site (Dokyiwa) > decommissioned tailings dam site (Pompora) > 

active tailings dam site (Sanso).  The high level of trace elements contamination potentially associated with the 

decommissioned tailings dam in this study could be a function of dust, since the tailings were dried and 

uncapped, and easily prone to the effect of wind. Hence the tailings dam will release a considerable amount of 

these contaminants into the surrounding soils.  

The low levels of As and trace metals observed in the active tailings dam might be as a result of the 

active tailings dams, being relatively recent (built in 1991), have benefited from substantial technological 

improvement over the decommissioned one, which was one of the earliest to be operated at the AngloGold 

Ashanti  mines. Coupled with recent implementation of an environmental management system that is ISO 14001 

compliant (since December 2006), there has been great institutional commitment to keep contamination from 
mining operations very low at the AngloGold Ashanti mines (Antwi-Agyei et al., 2009). In addition the 

presence of security around tailings facilities has prevented vandalization of these facilities, perhaps, constituted 

a network of management activities that altogether might have worked to ensure the reduced level of 

contamination around the active tailings dams. Indeed, provision of improved security to protect tailings 

facilities has substantially reduced deliberate damages to tailings transmitting lines by small-scale artisanal 

miners, who often seek to obtain and reprocess these tailings.  

Hitherto, such damages to tailings lines resulted in spillage problems that affected land, vegetation and 

nearby rivers (AngloGold Ashanti, 2006). The active tailings dams are also presently equipped with facility for 

draining and re-treatment of effluent, which did not exist during operation of the old decommissioned dam. 

Leaching tests of the mine tailings were performed to indirectly evaluate release and mobility of contaminants to 

the surrounding environment by normal rain. Thus rain water (approx. pH 5.8) was selected for the leaching test. 
Table 6 shows leaching concentrations of As from the mine tailings.  Especially, the leaching levels of 

As were in the range of 0.04–0.56 %, presenting high proportions for the total arsenic content in the mine 

tailings. Kim et al., (2000) and Lim et al., (2009) reported a similar result on leaching of As from mine tailings. 

In their study, As leaching levels were in the range of 0.0017–0.37 % and 0.014–0.026 %, respectively, when 

mine tailings of six types were mixed with water for 1 hr at a ratio of 1:5 as mass and 1:10 wt:wt, respectively. 

Even though the test conditions such as leaching solution and shaking time do not correspond to those in our 

study.  

This result is also comparable with results conducted elsewhere (Jang et al., 2005; Ribit et al., 1995; 

Johnson et al., 2000). Although the mine tailings used in this study were sampled from the surface (0-20 cm) of 

the uncovered mine tailings pile at active and abandoned mine tailings dam which had been allowed to be in 

contact with oxygen. This condition might have resulted in the oxidation of sulfide minerals in the mine tailings. 

The oxidation of sulfide minerals which combine with As can also result in the dissolution of As by water (Lim 
et al., 2009). Based on the presence of sulfide minerals, high contents of As, potential of oxygen contact, and 

high sulfate concentration in the mine tailings, the equations 1–3 related to dissolution of iron and arsenic, as an 

example, could have occurred in the mine tailings (Kim et al., 2004; Lim et al., 2009; McGregor et al., 1998; 

Johnson et al., 2000): 

 

 FeS2 + 7/2O2 + H2O → Fe2+ + 2SO4
2– + 2H+      [1] 

 

 Fe(1–x)S + (2 – x/2)O2 + xH2O → (1-x)Fe2+ + SO4
2- + 2xH+  [2]

  

 4FeAsS + 13O2 + 6H2O → 4Fe2+ + 4H2AsO4
- + 4SO4

2- + 4H+ [3] 
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Here, ferrous ions precipitate in the form of ferric hydroxide by oxidizing or hydrating, as shown in the equation 

(4): 

 Fe2+ + 1/4O2 + 5/2H2O → Fe(OH)3 + 2H+ [4] 

 

As and heavy metals released by oxidation can be re-adsorbed onto the surface of ferric hydroxide, and 

also adsorbed As and other heavy metals can be separated from the surface of ferric hydroxide by water (Lim et 

al., 2009; Holmstrom et al., 1999).  

 

V. CONCLUSIONS 
Considerable amount of As and trace elements (Fe, Cu, Mn and Zn) contamination was associated with 

gold mine tailings dams, irrespective of whether the dam was active or decommissioned. This potential impact 

was greater for decommissioned tailings dam since the tailings were dried and uncapped, and easily prone to the 

effect of wind. Hence the tailings dam will release a considerable amount of these contaminants into the 

surrounding soils. Arsenic contents of soils from the vicinity of the active and decommissioned tailings dams far 

exceeded recommended Netherlands intervention value of 55 mg/kg, hence, constituted significant 

environmental health threat. However, Cu and Fe contents of the mine tailings from both active and 

decommissioned tailings dams within the study area were also far above the Netherlands soil protection 

guideline values. Similar pattern was exhibited in the Mn and  Zn levels in the abandoned tailings dams but not 

in the case of active tailings dam which might not present direct environmental threat, although potentially, they 

could remobilize (with rainfall) and affect aquatic systems. The leaching concentration level of As observed in 

this study indicates that easily soluble fraction of As might be already released by the oxidation of sulfide 
minerals with air and water for a long period at the tailings deposition site. Based on the potential that As could 

be already released from the mine tailings, investigations on the status of contaminants in nearby environmental 

media (lands, plants, nearby streams and rivers as well as groundwater) are needed. In addition, mine tailings 

treatment is needed to prevent additional oxidation of sulfide minerals in mine tailings by oxygen contact which 

releases As and heavy metals by water. 
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Abstract: Assessment encompasses a range of methods and techniques. At the University of Limerick, Ireland, 
it is an affirmed obligation to facilitate timely and useful feedback for both formative (for learning) and 

summative (of learning) assessment. However, the effectiveness of this feedback has raised concern and has a 

wide-ranging review of research findings. This paper presents research findings to build a picture of the extent 

to which the impact of feedback as a constructivist paradigm of teaching and learning can promote best practice 

design intent in 3D CAD Modelling. The resulting data set, comprised of 114 higher education students, is used 

to discuss the impact of assessment and feedback, comparing semesters Spring 2011/12 and Spring 2012/13. 

The 2012/13 cohort received formative assessment feedback from a task analysis. This evidenced an upsurge in 

understanding in best practice design intent in 3D CAD parametric modelling, supported by an effect size of 

0.534.  

Keywords:  Design intent, effect size, formative assessment, task analysis, 3D CAD modelling. 

I. INTRODUCTION  
PT4424, 3D CAD Modelling, learning outcomes set out to develop student‟s application of effective 

parametric model building techniques, in the context of design, thereby building an understanding of design 

intent, creation of comprehensive product models and specifications in the context of the total development of a 

product, and comprehensively document designs generated from feature based models. In addition, and the 
focus of this paper, students must be able to apply the design process to solving a design problem using 

SolidWorks and explain their design solution, and demonstrate an appreciation of the importance of 3D 

parametric modelling in the contemporary design process. Constructive alignment ensured learning outcomes 

and assessment were associated. This was further promoted through the facilitation of feedback for the 2012/13 

cohort. 

Providing students with timely feedback is not the underpinning goal in higher education. Feedback has 

the implications for improving student‟s quality of work and developing an understanding for lifelong learning. 

Formative assessment aims to scaffold student‟s critical thinking and evaluative skills thus “students have to be 

able to judge the quality of what they are producing and be able to regulate what they are doing during the 

doing of it” (Sadler, 1989, p. 121). A focus on assessment can often lead to instrumentally motivated students 

who focus on marks rather than the value of the feedback (Bailey, 2010). This could consequently result in no 

feed forward for further learning and assessment as highlighted by Hounsell et al (2008) (Fig I).  Hounsell‟s 
feedback loop promotes a student-centred constructivist paradigm of teaching and learning; student‟s 

understanding and expectations of assessment is evident, student‟s experience and awareness of feedback is 

facilitated and the idioms used in the feedback are clarified if required (Hounsell et al, 2008). 
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Figure I: Guidance and feedback loop – main steps (Hounsell et al, 2008) 

 

II. METHOD 

Students learning outcomes (Table I) were assessed in Spring 2011/12 through summative assessment, 

in contrast to PT4424 Spring 2012/13 formative and summative assessment (Table II). Hounsell‟s guidance and 

feedback loop was applied for the 2012 cohort‟s coursework assessment. At the end of Spring 2012/13 semester 

students were surveyed to determine the impact of the changes in relation to feedback during the 2012/13 

module. The change in assessment was developed in relation to constructive alignment (Fig II). The intention of 

well-constructed learning outcomes enabling students to learn more effectively is evidenced in the literature 

(Biggs 2003, Rust et al 2003). However, there is an on-going concern that learning outcomes can also reduce 

student‟s critical thinking ability, due to a focus on assessment (Mc Mahon and Thakore, 2006). Thus, this study 
set out to investigate if and how outcomes can be used to foster critical thinking in 3D CAD Modelling. This 

critical thinking required students to apply synthesis and evaluation through their coursework, via a task 

analysis, along with the module leader‟s feedback via Hounsell‟s guidance and feedback loop.  
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The formative assessment in Spring 2012/13 involved a task analysis of students design intent for 

parametric modelling of a product (Fig III; Table III). This task analysis did not form part of the student‟s final 

grade or mark. It was used to provide constructive feedback to improve students learning and understanding of 

3D CAD Modelling. The task analysis served as preliminary guidance and on-going clarification for the 

assessment (Hounsell, 2008). The feedback from the task analysis helped scaffold students as they embarked on 

the coursework. The peer supported learning group and laboratory sessions provided supplementary support to 
this feedback.  
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Figure III: Sample student work 

 

In addition, as highlighted in the literature, effective feedback is „timely‟ (Bailey & Garner, 2010).  

“A not uncommon fault, particularly within semester system, is that students only find out how well, or how 

badly, they have done when their assessed work is returned with a mark and comment at the end of the semester. 

By that time is it too late to take any remedial action.” (Fry, H. et al, 2008, pg 121) 

The return of this task analysis and feedback by the module leader was timely (week 6 of 13-week 
semester) and communicated by the module leader to individual student via email and a summary of all students 

feedback was uploaded to Sulis (Sulis is a set of software tools designed to help lecturers, tutors and students 

have spaces (web sites) for collaboration, communication, teaching and learning). The written feedback 

comments were clearly referenced in context or embodied on the various task analysis sheets (Figure 3), thus 

students were able to connect the specific elements of coursework the module leader was providing feedback 

for. In addition, opportunities for tutorial interactions between the module leader and the students were 

facilitated during „open office‟ feedback time, peer supported learning sessions and laboratory time.  

Whilst also maintaining the balance between the teacher‟s role of supporting and facilitating students‟ 

learning and that of assessing their achievement, this task analysis solely served the purpose of clarifying, 

supporting and facilitating students learning, thus as mentioned earlier no marking was allocated to this element 

of coursework. This is supported by the literature; “One of the most important aspects of supporting student 

learning is the feedback that students receive on their work” (Fry, H. et al, 2008, pg 121). In addition, though 
this task analysis was not awarded marking, 92.2% of students completed the task analysis, which is an 

extremely high proportion, demonstrating that the majority of students understood the benefits for the learning 

experience. Allocating marks for such task analysis could result in students focusing on assessment thus 

becoming instrumentally motivated, focusing on marks rather than the educational value (Higgins, R. et al, 

2002; Bailey, 2010). 

III. RESULTS 

This formative assessment, (written responses noted (in yellow textbox) on students task analysis) (Fig 

III), provided students with more confidence and motivation to obtain a good grade. From an end of semester 

assessment and student feedback survey 84.6% (Graph I) of students reported that feedback (Table IV) made 

them more determined / motivated. Thus students were extrinsically motivated. One student commented “From 

the analysis I found out in advance how to draw. The feedback helped me find different ways to model the parts. 
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The feedback impacted on nearly everything I used. The feedback motivated me because I knew I could achieve 

it. However it would be good to get a grade for this. The feedback, all problems were answered. It would be 

good to get feedback at the end to know where I went wrong” (PT4424 Student comment, Week 12 feedback 

survey). 

 
Graph I: Students more confidence and motivation (values as percentage) 

 

 
 

Intrinsic motivation was also addressed, 87.1% (Graph II) of students understood the benefits of the 

task analysis, highlighting that the feedback increased their learning and understanding of 3D CAD modelling. 

Student comments supporting this include; “Good idea to do the analysis and get feedback as it got you thinking 

of your project.” (PT4424 Student, Week 12 feedback survey); “The analysis and feedback made me think a bit 

harder” (PT4424 Student, Week 12 feedback survey). The teaching assistant for this module also noted the 

difference between the 2011 and 2012 cohort; “They seemed to have a greater grasp of some of the advanced 

functions, and that‟s probably due to the fact that they had to start thinking about how they were going to build 
the parts. Most of the design intent was better to previous years and use of the programme was much better” 

(PT4424 Teaching Assistant). 

 
Graph II: Understand the benefits of task analysis (values as percentage). 
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This motivation in students learning through feedback and assessment was not instrumentally 

motivated; focusing on marks rather than the educational value of written comments. Students also expressed 

the appreciation for feedback; in the survey only 20.5% (Graph III) of students expressed that they would like to 

receive a grade rather than feedback. Student‟s comments include;  

“I would like to get feedback on my final exam to see where I can improve / went wrong.” 

“I would like to know where I went wrong as well as getting a grade” 

“It would be good to get feedback at the end to know where I went wrong.” 
“Very good thorough feedback. Definitely want feedback on exam and project.” 

“Feedback was good as it gave hints and tips on how to model your chosen product. I would want feedback if I 

was to do more 3D CAD modelling modules.” 

 

 
Graph III: Would you like to receive a grade rather than feedback (values as percentage). 

 

From the summative assessment, comparing end of semester coursework grades for PT4424 2011 /12 

cohort and PT4424 2012 cohort, the 2012/13 cohort demonstrated a higher percentile for higher grades (Graph 

IV). Thus, one can deduce that the impact of the formative assessment has improved students understanding of 

design intent for parametric modelling by instilling greater motivation and appreciation for best practice.  

 

 
Graph 4: PT4424 Coursework grades (values as percentage). 

 

Statistically measuring the magnitude of difference between the two groups is calculated using the 

effect size. An effect size above 0.4 is above average for educational research. The task analysis involved in this 

study was carried out to reinforce best practice design intent. The task analysis also served the function of 

feedback, giving students positive reinforcement toward improvement and clarifying goals. From this task 

analysis students demonstrated the ability to self-regulate their own learning, thus increase achievement. The 
effect size between the two groups in this study was 0.534, medium effect (Cohen, et al, 2011), which is 

equivalent to one grade leap (Hattie, 2011). 
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IV. CONCLUSION 
The feedback has acted as a constructivist paradigm of teaching and learning, whereby students 

demonstrated improved learning achievement through design intent, a key fundamental for parametric 

modelling. This paradigm shift in assessment design to promote assessment for learning rather than of learning 

is demonstrated through student‟s improved learning achievement for best practice design intent. The 
implementation of the task analysis was facilitative for deep learning. Assessment in PT4424 is not about the 

reproduction of passive incremental knowledge; assessment is active and transformational. This is evident in 

student‟s final submission of coursework assessment where students demonstrated a „deployment of enhanced 

understanding and skills‟ thus evidencing their ability to feed forward the feedback and guidance. This 

correlates with Black and Wiliam (1998) statement with respect to formative assessment; “with gains in learning 

„among the largest ever reported for educational interventions” (Hounsell et al, 2008 p. 55).  
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Abstract: Grid Computing has emerged as an important new field focusing on resource sharing. One of the 

most challenging issues in Grid Computing is efficient scheduling of tasks and there is need of finding faster 

and cheaper solutions to solve computational problems. The deployment of Grid systems involves the efficient 

management of heterogeneous, geographically distributed and dynamically available resources. However, the 

effectiveness of a Grid environment is largely dependent on the effectiveness and efficiency of its schedulers, 

which act as localized resource brokers. This article provides a brief overview on grid computing and 

Scheduling processes, important factors considered in resource management and Scheduling, comparison of 

different Scheduling processes and future outlook of its resource management and Scheduling in Grid systems 

by implementing short term scheduling. This paper investigates the use of short term scheduling mechanism in 
grid computing and implementing the Shortest Remaining Time First (SRTF) algorithm for the selection of jobs 

from the job pool. 

 

Keywords: Grid Computing, Resource Management, Scheduling, Resource Sharing, scheduling processes 

 

I. INTRODUCTION 
 The Grid is emerging as a new paradigm for solving problems in science, engineering, industry and 

commerce. Increasing numbers of applications are utilizing the Grid infrastructure to meet their computational, 

storage and other needs. A single site can simply no longer meet all the resource needs of today‟s demanding 

applications, and using distributed resources can bring many benefits to application users. The deployment of 

Grid systems involves the efficient management of heterogeneous, geographically distributed and dynamically 

available resources. However, the effectiveness of a Grid environment is largely dependent on the effectiveness 
and efficiency of its schedulers, which act as localized resource brokers. Figure 1.1 shows that user tasks, for 

example, can be submitted via Globus to a range of resource management and job scheduling systems, such as 

Condor, the Sun Grid Engine (SGE), the Portable Batch System (PBS) and the Load Sharing Facility (LSF). 

Grid scheduling is defined as the process of mapping Grid jobs to resources over multiple administrative 

domains. A Grid job can be split into many small tasks. The scheduler has the responsibility of selecting 

resources and scheduling jobs in such a way that the user and application requirements are met, in terms of 

overall execution time (throughput) and cost of the resources utilized. 

 

 
Figure1.1 
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Jobs, via Globus, can be submitted to systems managed by Condor, SGE, PBS and LSF 

II. RELATED WORK 
Brief Description of SCHEDULING PARADIGMS 

 In the grid-computing system, the use of computer resources from multiple administrative domains that 

are applied collectively to solve a problems that has demanding requirements such as a storage space, bandwidth 

etc. therefore these resource has to be scheduled, present there are three scheduling paradigms– centralized, 

hierarchical and distributed. 

 

Centralized scheduling 

 In a centralized scheduling environment, a central machine (node) acts as a resource manager to 

schedule jobs to all the surrounding nodes that are part of the environment. This scheduling paradigm is often 

used in situations like a computing centre where resources have similar characteristics and usage policies. 

Figure 1.2 shows the architecture of centralized scheduling.  One advantage of a centralized scheduling system 

is that the scheduler may produce better scheduling decisions because it has all necessary, and up-to-date, 

information about the available resources. However, centralized scheduling obviously does not scale well with 

the increasing size of the environment that it manages. The scheduler itself may well become a bottleneck, and 

if there is a problem with the hardware or software of the scheduler‟s server, i.e. a failure, it presents a single 

point of failure in the environment. 
 

 
Figure 1.2 Centralized scheduling 

 

Distributed scheduling 

 In this paradigm, there is no central scheduler responsible for managing all the jobs. Instead, distributed 

scheduling involves multiple localized schedulers, which interact with each other in order to dispatch jobs to the 

participating nodes. There are two mechanisms for a scheduler to communicate with other schedulers – direct or 

indirect communication. Figure 1.3 shows the direct communications in distributed scheduling. 

 

Direct communication 

 In this scenario, each local scheduler can directly communicate with other schedulers for job 

dispatching. Each scheduler has a list of remote schedulers that they can interact with, or there may exist a 

central directory that maintains all the information related to each scheduler. Figure 1.3 shows the architecture 

of direct communication in the distributed scheduling paradigm. 

 

 
Figure 1.3 Direct communications in distributed scheduling 
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Communication via a central job pool 

 In this scenario, jobs that cannot be executed immediately are sent to a central job pool. Compared with 

direct communication, the local schedulers can potentially choose suitable jobs to schedule on their resources. 

Policies are required so that all the jobs in the pool are executed at some time. Figure 1.4 shows the architecture 

of using a job pool for distributed scheduling. 

 

 
Figure 1.4 Distributed scheduling with a job pool 

 

Hierarchical scheduling 

 In hierarchical scheduling, a centralized scheduler interacts with local schedulers for job submission. 

The centralized scheduler is a kind of a meta-scheduler that dispatches submitted jobs to local schedulers. Figure  

 

1.4 shows the architecture of this paradigm. 

 Similar to the centralized scheduling paradigm, hierarchical scheduling can have scalability and 

communication bottlenecks. However, compared with centralized scheduling, one advantage of hierarchical 
scheduling is that the global scheduler and local scheduler can have different policies in scheduling jobs. 

 

 
Figure 1.4 Hierarchical scheduling 

 

III. PROPOSED APPROACH 
 This section explains our proposed approach of new scheduling that is hierarchical scheduling with job 

pool.  In hierarchical scheduling, a centralized scheduler interacts with local schedulers for job submission and 

then it dispatches submitted jobs to local schedulers. Therefore there is no guarantee of execution of all the 

submitted jobs which are in the central scheduler. So aim is to execute all the jobs therefore by implementing 

job pool in between the central scheduler and to the local schedulers, we can give the guarantee of execution of 

all the jobs which are submitted at the centralized scheduler. Jobs which cannot be executed immediately such 

jobs are sent to the job pool. The approach aim is, all the jobs should be executed which are submitted to central 
schedulers by sending the jobs which cannot be executed immediately to the job pool and by implementing 

special policies on all those jobs which cannot be executed immediately. Figure 1.5 shows the proposed 

architecture of hierarchical scheduling with job pool.  
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Figure 1.5 Hierarchical scheduling with job pool 

 

3.1 Implementing Short Term Scheduler in Hierarchical scheduling with job pool 

 The main function of the short term scheduler is, selecting a job from the pool of jobs, which we 

demonstrated in the figure 1.5, as Hierarchical scheduling with job pool. The short term scheduler gives the 

control of the CPU of central scheduler with the help of „Dispatcher‟. A dispatcher is a module; it connects the 

CPU to the process selected by the short term scheduler. The main function of the dispatcher is switching, it 

means switching the CPU from one process to another process. The method of selecting a job from job pool is 

depends on the scheduling algorithm. Figure 1.5.1 shows the Queuing diagram for the hierarchical scheduling 

with job pool. 

 

 
Figure 1.5.1 Queuing diagram for Hierarchical scheduling with job pool 
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3.2 Shortest Remaining Time First (SRTF) Algorithm 

 There are many grid scheduling algorithms available. Different grid scheduling algorithms have 

different properties, in choosing which algorithm to use in a particular situation; we must consider the properties 

of the various algorithms. Shortest Remaining Time First (SRTF) is the preemptive scheduling algorithm, in 

which the short term scheduler always chooses the process that has the shortest remaining processing time. 

When a new process enters, the short term scheduler compare the remaining time of executing process and new 

process. If the new process has the least CPU burst time, the scheduler selects that job and connects to the CPU 

of the local nodes; otherwise it continues the old process. 

 

3.3 Case study and experimental Results 

The idea of the above algorithm is illustrated considering the case study with the below problem. 

 

 

 

 

 

 

 

 

 
 

Figure 1.5.2 shows the arrival chart for the above problem 

 

 
 

Figure 1.5.3 shows the Gantt chart for the snapshot 

 

 
 

 Job J1 arrives at time 0, so J1 executing first, J2 arrives at time 2 mi.sec, so compare the J1 remaining 

time (3-2=1) and J2 time (1<6) so continue the job J1. After the completion of J1, executing the process J2, at 

time 4 J3 arrives, so compare the reaming time of J2(6-1=5) and burst time of J3(4),(4<5) so CPU of the local 

scheduler shift to job J3. At time 6 J4 arrives. 

 Then compare the remaining time for J3(4-2=2) and local node burst time of J4 is 5. (2<5). So continue 

the process J3. After the completion of J3, the central scheduler consisting of J5, J2, J4.  J5 is the least out of 

three, so executing the J5. After that execute the J2,then next J4. 

Now we have to calculate the Average Turnaround Time (ATT), Average Response Time (ART) and Average 

Relative Delay (ARD). 

 

 Turn Around Time: 
Turn around time = first time-arrival time 

Turn around for  J1 = 3 - 0 = 3 

Turn around for  J2 = 15 - 2 = 13 

Turn around for  J3 = 8 - 4 = 4 

Turn around for  J4 = 20 - 6 = 14 

Turn around for  J5 = 10 - 8 = 2 

 

Average turn around time=  36/5=7.2 

 

 

JOBS Local Nodes Burst Time Arrival Time 

J1 3 0 

J2 2 6 

J3 4 4 

J4 6 5 

J5 2 8 
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 Relative delay or normalized turn around time: 

Relative delay= Tq/Ts=turn around time/service time 

Relative delay for  

 

J1 = 3/3 = 1.00 

J2 = 13/6 = 2.17 

J3 = 4/4 = 1.00 

J4 = 14/5 = 2.80 

J5 = 2/2 = 1.00 
 

Average Relative Delay=1+2.17+1+2.80+1/5 

    7.97/5 

    1.59 

 

IV. CONCLUSION 
 Grid computing is an important tool that is used for both scientific and industrial purposes, which 

provides an environment with a high amount of resources for computational purposes to solve complex 

problems. These resources can be scientific instruments, storage devices, network bandwidth, sensors and 
processors which belong to different proprietary organizations.  

 This paper carries out a survey on Grid scheduling from the study of different researches carried out on 

this field. An algorithm of job scheduling has been proposed within this paper. In this paper a brief overview on 

grid computing and scheduling processes, important factors considered in resource management and scheduling 

has been proposed. This paper investigated the use of short term scheduling mechanism in grid computing and 

implementing shortest remaining time first (SRTF) algorithm for the selection of jobs from the job pool has 

been discussed with a case study. 
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 Abstract:  In this paper parameters of the transformation function is considered as an optimization problem 

and Particle Swarm Optimization (PSO) is used to solve it.(PSO) algorithms is a new approach for optimization. 
With intensity transformation function image enhancement is done by maximizing the information content of 

the enhanced image. In this work a parameterized transformation function is used, which uses local and global 

information of the image. Here an objective criterion for measuring image enhancement is used which considers 

entropy and edge information of the image. We tried to achieve the best enhanced image according to the 

objective criterion by optimizing the parameters used in the transformation function with the help of PSO. 

Results are compared with other enhancement techniques, viz. Histogram equalization, contrast stretching based 

image enhancement.  

 

Keywords:  Particle swarm optimization, image enhancement and histogram equalization. 

 

I. INTRODUCTION 

Image enhancement, one of the important image processing techniques, can be treated as transforming 
one image to another to improve the interpretability or perception of information for human viewers, or to 

provide better input for other automated image processing techniques. According to [16], image enhancement 

techniques can be divided into four main categories: point operation transformation, spatial operation, and 

pseudo coloring. The work done in this paper is based on spatial operation. Histogram transformation is 

considered as one of the fundamental processes for contrast enhancement of gray-level images [15], which 

facilitates subsequent higher level operations such as detection and identification. Linear contrast stretching 

employs a linear transformation that maps the gray-levels in a given image to fill the full range of values. 

Pseudo coloring is an enhancement technique that artificially ”color” the gray- scale image based on a color 

mapping, with the extensive interactive trials required to determine an acceptable mapping [16]. Color images 

can be enhanced by separating the image into the chromaticity and intensity components [17]. Majority of the 

image enhancement work usually manipulates the image histogram by some transformation function to obtain 

the required contrast enhancement. Consequently, this operation also delivers the maximum information 
contained in the image. Evolutionary algorithms have been previously used to perform image enhancement [1] - 

[5]. In [1], the authors applied a global contrast enhancement technique using genetic programming (GP) [11] to 

adapt the color map in the image so as to fit the demands of the human interpreter. In [2] a real coded GA is 

used with a subjective evaluation criterion to globally adapt the gray-level intensity transformation in the image. 

Combination of different transformation n functions with different parameters is used to produce the enhanced 

image by GA in [5].In this paper we have performed gray-level image contrast enhancement by PSO. In 

comparison to Linear Contrast Stretching (LCS) and Histogram Equalization (HE), PSO does not require 

selection, crossover and mutation operations. At the same time PSO takes less time to converge to a better 

optima. The resulted gray-level enhanced images by PSO are found to be better compared with other automatic 

image contrast enhancement techniques. Both objective and subjective evaluations are performed on the resulted 

image which says about the goodness of PSO.  
The rest of the paper is organized as follows: In Section II, functions used for the proposed work 

(transformation and evaluation function) are described. In Section III, theory of PSO (basic PSO, proposed 

methodology, parameter setting) is discussed. In Section IV, results and discussions are put, and finally in 

Section V, conclusion of the work is made.  
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II. FUNCTIONS USED 

For image enhancement task, a transformation function is required which will take the intensity value 

of each pixel from the input image and generate a new intensity value for the corresponding pixel to produce the 

enhanced image.  

To evaluate the quality of the enhanced image automatically, an evaluation function is needed which 
will tell us about the quality of the enhanced image. In this section we describe the function used for the 

proposed work.  

 

A. Transformation function  

Image enhancement done on spatial domain uses a trans- form function which generates a new 

intensity value for each pixel of the MxN original image to generate the enhanced image, where M denotes the 

number of columns and N denotes the number of rows. The enhancement process can be denoted by : 

 

𝑔 𝑥, 𝑦 =  𝑇 𝑓 𝑥, 𝑦           (1) 

 

Where f(x, y) is the input image, g(x, y) is the output (processed) image, and T is an operator on f 

defined over a specified neighborhood about point (x, y). In addition, T can operate on a set of images, such as 

performing the addition of K images for noise reduction. 

The principal approach for defining spatial neighborhoods about a point (x, y) is to use a square or 

rectangular region centeredat (x, y). The center of the region is moved from pixel to pixel starting, say, at the 

top, left corner, and, as it moves, it encompasses different neighborhoods. Operator T is applied at each location 

(x, y) to yield the output, g, at that location. Only the pixels in the neighborhood centered at (x, y) are used in 
computing the value of g at (x, y).  

 

𝑔 𝑥, 𝑦 = 𝐾 𝑥, 𝑦  𝑓 𝑥, 𝑦 − 𝑐. 𝑚 𝑥, 𝑦  +  𝑚(𝑥, 𝑦)𝑎   (2) 

 

Where,a andc are the parameters whose value is to be optimized. 

m(x, y) is local mean over a window of n x n. 

𝐾 𝑥, 𝑦 Is enhancement function which takes both local and global information into account. 

Expression for local mean and enhancement function are defined as: 

 

  𝑚 𝑥, 𝑦 =  
1

𝑛x𝑛
  𝑓(𝑖, 𝑗)𝑛−1

𝑗=0
𝑛−1
𝑖=0         (3) 

𝐷 =
1

𝑀 × 𝑁
  𝑓(𝑥, 𝑦)

𝑁−1

𝑦=0

𝑀−1

𝑥=0

 

The enhancement function K x, y  can be defined as: 

 

𝐾 𝑥, 𝑦 =  
𝑘 .𝐷

𝜎 𝑥 ,𝑦 +𝑏
                                                                           (4) 

 
Where,b and kare the parameters to optimize. 

D is the Global mean of the input image. 

σ x, y is local Standard Deviation over a window of n x n 

 

σ x, y is defined as :- 

𝜎 𝑥, 𝑦 =   
1

𝑀×𝑁
   𝑓 𝑖, 𝑗 − 𝑚 𝑥, 𝑦  

2𝑁−1
𝑗 =0

𝑀−1
𝑖=0          (5) 

Hence, the complete transformation function is defined as follows:- 

 

𝑔 𝑥, 𝑦 =
𝑘 .𝐷

𝜎 𝑥 ,𝑦 +𝑏
 𝑓 𝑥, 𝑦 − 𝑐. 𝑚 𝑥, 𝑦  +  𝑚(𝑥, 𝑦)𝑎                       (6) 

 

With the transformation stated in eq. (6) contrast of the image can be stretched considering local mean 

as the centre of stretch. The last term m(x, y)a  has brightening & smoothing effect thus smooths the output 

image and the four parameters introduced in the transformation function i.e. a, b, c & k are the parameters of the 

enhancement function and the small variation in their value produces a large variation in the processed output  
image and thus the value of these parameters should be precisely set. The approximate range of these parameters 

is defined as: a [0, 1.5]; b [0, (D/2)]; c [0, 1]; K [.5, 1.5]. 
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A. Evaluation Criterion 

In order to evaluate the performance of the proposed algorithm and the quality of an enhanced image 

without human intervention, we need an objective function which tells us about thequality of the output image. 

Many objective functions are presented in literature [45]-[47]. It is observed that compared to the original image 

good contrast enhanced image has more number of edgels i.e. number of edge pixels and enhanced version 

should have a higher intensity of the edges. But these two measures are not sufficient to test an enhanced image 

and that why one more performance measure is taken into account i.e. entropy value of the image. Entropy value 
reveals the information content in the image. If the distribution of the intensities is uniform, then we can say that 

histogram is equalized and the entropy of the image will be more. Thus, the objective function considered here 

uses three performance measures i.e. entropy value, sum of edge intensities value and number of edgels (edge 

pixels) and is defined as:- 

 

    𝐹 𝐼𝑒𝑛 𝑕
 =  𝑙𝑜𝑔( 𝑙𝑜𝑔(𝐸(𝐼𝑐)))  ×

𝑛  𝐼𝑐  

𝑀×𝑁
× 𝐻(𝐼𝑒𝑛 𝑕)                                 (7) 

 

In the above mentioned equation Ienh  is the enhanced image resulted from the transformation function 

defined above. In eq. 4.8 the edges or edgels can be detected by many efficient edge detector algorithms such as 

Sobel [1], Laplacian [1], Canny [5] etc. In this study Canny is used as an automatic threshold detector [15]. 

Canny’s edge detection algorithm is computationally more expensive compared to Sobel, Prewitt and Robert’s 

operator. However, the Canny’s edge detection algorithm performs better than all these operators under almost 

all scenarios and thus in this work after using Canny edge operator we produce an edge image IC. 

E(Ic )is the sum of M x N pixels intensities of canny edge images. nis the number of pixels, whose intensity 

value is greater than a threshold in canny edge image. Entropy of the enhanced image Ienh  is given by:- 
 

𝐻 𝐼𝑒𝑛𝑕 =  − 𝑒𝑖
1
𝑖=0                                                                      (8) 

Where, 

𝑒𝑖 =   
𝑕𝑖 𝑙𝑜𝑔2 𝑕𝑖 , 𝑕𝑖 ≠ 0

0, 𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
                                                      (9) 

 

 

III. THEORY OF PSO 
PSO algorithm is a population based search algorithm based on the simulation of the social behavior of 

birds within a flock. The initial intent of the particle swarm concept was to graphically simulate the graceful and 

unpredictable choreography of a bird flock, with the aim of discovering patterns that govern the ability of birds 

to fly synchronously, and to suddenly change direction with a regrouping in an optimal formation. 

 

B. PSO Algorithm 

In PSO, individuals are referred to as particles, which are “flown” through hyper dimensional search 

space [49]. Change in the position of each particle within the search space is based on the social psychological 
tendency of particle to emulate the success of other particle. The change to a particle’s position within the 

swarm is therefore influenced by the past experience, or by the knowledge of its neighbours. The search 

behaviour of a particle is thus affected by that of other particles within the swarm (PSO is therefore a kind of 

symbiotic cooperative algorithm). Particle Swarm optimization technique has mainly two primary operators:  

 Velocity update 

 Position update During each generation each particle is accelerated toward the particle’s previous best 

position (pbest) and the global best (gbest) position and new velocity value for each particle is calculated 

based on: 

 Its current velocity. 

 The distance from its previous best position. 

 The distance from the global best position. 

The new velocity value is then used to calculate the next new position of the particle in the search 
space. In PSO, initially each potential solution is assigned a randomized velocity and is “flown” through the 

problem space. Each particle adjusts its flying according to its own flying experience and its companion flying 

experience. 

vi
t+1 = w. vi

t + c1 . r1
t ∗ [pbesti

t − Xi
t]+c2 . r2

t [gbest − Xi
t] (10) 

Xi
t+1 =  Xi

t +  vi
t+1 

Where; 
vi

t
 is velocity of i

th
 particle at iteration t, 

wis weight inertia. 
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c1, c2 is Acceleration Constants. 

r1, r2 is random number between 0 and 1. 

xi
t is current position of ith  particle at iteration t, 

pbesti is personal best of ith particle, 

gbest is global best value of the group. 

 

C. Proposed Methodology 
In the proposed method an enhanced image produced from a transformation function which 

incorporates both global and local information of the input image defined in eq. 4.7 is used. The function also 

contains four parameters namely a, b, c, k which are used to produce diverse result and help to find the optimal 

one according to the objective function. These four parameters have their defined range which is described 

above. Now our aim is to find the best set of values for these four parameters which can produce the optimal 

result and to perform this work PSO is used. P number of particles are initialized, each with four parameter a, b, 

c and k by the random values within their range and corresponding random velocities. It means position vector 

of each particle X has four component a, b, c and k. Now using these parameter values, each particle generates 

an enhanced image. Quality of the enhanced image is calculated by an objective function defined in eq. 4.8 

which is termed as fitness of the particle. Fitness value of all the enhanced images generated by all the particles 

is calculated. From these fitness values pbest&gbest are found. In PSO the most attractive property is that 
pbest&gbest are found according to their fitness values. With the help of these best values, component wise new 

velocity of each particle is calculated to get the new solution. In this way new positions of particles are created 

for generations. When the process is completed the enhanced image is created by the global best (gbest) particle, 

as it provides the maximum fitness value and the image is displayed as the final result.  

Main steps for PSO algorithm is as follows: 

 Initialize number of particles with random position and velocity. 

 Evaluate the fitness value for each particle. 

 Evaluate gbest. 

 Evaluate pbest. 

 Update velocity & position. 

 Evaluate the fitness value for new position  

 If condition is fulfilled gbest is the solution else repeat above steps   
 

The pseudocode for the proposed methodology : 

Repeat 

fori = 1 to number of particles do 

ifG(Xi) >G(pbesti) then G() evaluates goodness 

for d = 1 to dimensions do 

pbesti = Xi // pbesti is the best state found so far 

end for 

end if 

 gbest = i//  arbitrary 

for j = indexes of neighbours do 
if G(pbestj) > G(gbest) then 

gbest = j     // gbest is the index of the best performer in the neighbourhood 

end if 

end for 

for d = 1 to number of dimensions do 

Vi
t = f (Xi

(t − 1), Vi
(t − 1), pbesti, gbest)  //Update velocity 

Vi = (−Vmax, + Vmax) 

Xi
t = f (Vi

t, Xi
t − 1)      //Update position 

end for 

end for 

until stopping criteria 

end procedure 
 

D. Parameter setting 

The result of PSO algorithm for image enhancement is very much parameter dependent and fine tuning 

of these defined parameters is required in order to get the better result than other optimization algorithms. 

Parameter w used in eq. 10 plays an important role in balancing the global & local search and is known as 

inertia weight. Maximum and minimum value for this is set to two and zero respectively, which is same for all 
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particles. It may have fixed value throughout the procedure but in our case we start with maximum inertia value 

i.e. 2 and gradually reduce it to minimum. Therefore, initially inertia component is large and explore larger area 

in the solution space, but gradually inertia component becomes small and exploit better solutions in the solution 

space. Inertia value w is calculated as follows: 

 

𝑤𝑡 =  𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛  ×
𝑡

𝑡𝑚𝑎𝑥
                                             (11) 

 

Where, t is the ithiteration and tmax is the total number of iteration. Parameters c1&c2 are positive 

acceleration constants, given a random number between 0 & 2. These parameters are fixed for each particle 

throughout its life. c1 is also known as cognitive coefficient and it controls the pull to the personal best position 

while c2 is known as social-rate coefficient and it control the pull to the global best position. r1called cognition 

random factor & r2 called social learning random factor. These are random numbers in [0, 1] and varies for each 

component of the particles in every generation. These have important effect on balancing the global & local 

search. 
The experiment proves that the four parameter to be optimized i.e. a, b, c & k give better results if there 

values are selected in the following range a ∈ [0, 1.5]; b ∈ [0, (D/2)]; c ∈ [0, 1]; K ∈ [.5, 1.5]Where D is the 

global mean of the original image. 

 

IV. RESULT AND DISCUSSION 

The experimentation is done for the four images shown below. Results of the proposed method is 

compared with two other methods, namely (i)linear contrast stretching (LCS),(ii) histogram equalization (HE) 

 

 
Figure (a): Original imageFigure (b): Image obtained by LCS  Figure (c): Image obtained by HEFigure (d): 

Image obtained by PSO 

 

 
P/I/W thirdcolumnofTable-1signify the number of particles maximum number of generation sand window 

size taken to extract the local information correspondingly. 
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V. CONCLUSION 

Results of the proposed technique are compared with some other image enhancement techniques, like 

linear contrast stretching, histogram equalization based image enhancement. Most of the times it is observed that 

our technique is giving better result compared to other techniques mentioned above. In PSO, the most important 

property is that, it can produce better result with proper tuning of parameters. But in case of contrast stretching 
and histogram equalization, they always produce only one enhanced image for a particular. In this paper we 

have propose a PSO based automatic image enhancement technique for gray level images. In this paper we have 

propose a PSO based automatic image enhancement technique for gray level images VI .Acknowledgment 
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Abstract: This paper presents the effect of the molecular weight of chitosan on flocculation of simulation 

sewage. The flocculation process of different chitosan samples were analyzed in different deacetylation degree, 

dosage and pH. The different molecular weight of chitosan samples and simulation sewage were all laboratories 

homemade. The flocculating effects of chitosan increases with the increase of deacetylation degree; the 

flocculating effects of chitosan decreases with the increase of viscosity-average molecular weight，the 

viscosity-average molecular weight in 8.5~68×104 range. Some conclusions were different from classical 

theory, the higher molecular weight of chitosan, the better its precipitation effect is. This discovery of the 

phenomenon is important to perfect the existing polymer flocculation theory. 

 

Keywords:  Chitosan, Molecular, Flocculation, Organic contaminant 

 

I. INTRODUCTION 
Chitosan(CTS) as a kind of promising natural biomaterial[1-3,4], it research and application of chitosan 

in the field of water treatment, which mainly used for drinking-water and water supply in American [5,4] and 

applied to water treatment and sewage treatment in Japan[6]. Lots of carboxyl groups and amido groups were 

distributed in chitosan as cationic flocculant [7-9]. The organic pollutants such as carbohydrate, protein, nucleic 

acid and so on in the water were effective adsorbed and flocculating settling by adsorption, ion exchange, 

subsidence etc [2,3]. Up to now, which is widely studied is the removal efficiency of COD of chitosan 

flocculant on its dosage and its strong chelation to metal ions [10]. Due to the viscosity-average molecular 

weight and deacetylation degree of chitosan is the key factors [11-15] which related to the effect of flocculation. 

When chitosan is used in water treatment in the traditional, the viscosity-average molecular weight is greater 

than 1×106 and the removal of COD about 65% [1,3,16]. This paper, the effect of the 8.5-68×104 range of 
viscosity-average molecular weight of chitosan on the removal of COD was examined. Through experiment and 

mechanism analysis, to this kind of abnormal phenomenon demonstrated and explanation, so as to add and 

perfect the existing macromolecular flocculating theory provides a powerful experiment basis. 

 

II. MATERIALS AND METHODS 

2.1 Materials 

2.1.1 Main experimental apparatus 
BA120 type one ten thousandth digital display electronic microbalance (Shanghai Constant Balance 

instrument Ltd.); (0.5-0.6mm) Ubbelohde viscometer (Zhengzhou Zhongtian Experimental instrument Ltd.); 
Water bath (Fuhua Instrument Ltd.); Zeta potential measurement instrument (American Beckman Coulter 

company); Six joint electric blender (WuHan Meiyu Instrument Ltd.) etc 

. 

2.1.2 Main experimental reagents  
CTSm#: white powder, moisture 6%, ash content less than 2%, insolubles less than 2%, 

Mw=4.120x105, DD(%)=70, industrial class. CTSn#: white powder, Mw=6.108x105, DD(%)=85, industrial 

class. Anhydrous alcohol, NaOH, H2O2, potassium bichromate, ferrous reagent, ammonium ferrous sulfate, 
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sulfuric acid silver, mercury sulfate, potassium hydrogen phthalate and soluble starch were of analytical grade. 

Edible soybean vegetable oil and bovine serum album with biological pure. 

Water sample: Choosing soluble starch as carbohydrate of organic pollutants; "Bovine serum albumin" 

as protein of organic pollutants; Edible soybean vegetable oil as fat class of organic pollutants in simulation 

material. According to the requirements of the influent water in some sewage plants in Hubei province, 

COD=186 mg/L. 

 

2.2 Experimental Methods 

2.2.1 Deacelation degree determination 

Double-saltation potentiometric titration method: weigh accurately 0.200g CTS in 20ml 0.1 mol/L HCl 

solution in a mechanical stir to completely dissolve, then titrated with 0.1 mol/L NaOH to neutralize, when the 

HCl in solution was completely neutralized, pH value would rise is the first saltation. The second stage for 

NaOH neutralized another part of HCl, which was the combination with CTS amino, when reaching the end of 

titration, pH value would rise named after the second mutation. The consumption of the NaOH mole number 

during the two saltation was equivalent to the content of amino in CTS molecules. The calculation formulas of 

deacetylation degree (DD) was as followed[16]: 

 

0994.0

1610
(%)

3








m

Cv
DD NaOH

          （1） 

  

v -the difference of the consumption volume of NaOH between two saltation (mL);  
CNaOH-the concentration of NaOH/mol-1; m-weight of CTS/g; DD-deacetylation degree; 

16-the molecular weights of amino; 0.0994-the theoretical content of amino. 

 

2.2.2 Molecular weight determination 

Viscosity measurement of the molecular weight of CTS: the viscosity of linear polymer generally was 

higher, which was relevant with its molecular weight. When the polymer external physical and chemical 

condition is determined, according to Mark–Houwinkequation ([η]=KMα[16]) can get the sample molecular 

weight M value, which K and α is constant about polymer, solvent, temperature[16]. Weigh accurately 0.500g 

CTS in 0.2mol/L of HCl and 0.1mol/L NaCl solution, mixed to dissolve, then filter and determined the viscosity 

with ubbelohde viscometer. 

  

2.2.3 Flocculation experiment 

At room temperature, taking 800mL water sample in 1000mL beaker adjusting pH, added different 

kinds of CTS, stirred in 350r/min 2min, then 75r/min 5 min in the six league mixer, then statically settled 20 

min, at last determinated COD of treated water sample. And analysis flocculation characteristics of different 

CTS's molecular weigh. 

 

III. RESULTS AND DISCUSSION 

3.1 CTS deacelation degree and molecular weight 

  

 
Figure 1 Deacetylation degree and molecular weight of CTS m# and n# 

 

According to the formula (1) to deacetylation degree and molecular weight of CTS m# and n#, it can be 

showed in Fig.1. In Fig.1, the molecular weight of CTSm# were the same, but the deacetylation degree different; 

And deacetylation degree of CTSn# were the same, but the molecular weight different. 
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3.2 Effects of the CTS deacelation degree on flocculation 

 
Figure 2 Effects of the CTS deacetylation degree on flocculation 

 

Deacetylation degree is the influence factor of CTS on water purifying function, CTSm# were made 

into the same mass fraction of the solution, then flocculated the same amount of simulated sewage and 
determined the removal rate of COD. The results was showed in Fig.2, with the CTS deacetylation degree 

increased, the removal rate of COD in water also improved. When the deacetylation degree in 78~86.5%, the 

removal rate of COD reached a larger extent, and when the deacetylation degree was higher than 86%, the 

removal rate of COD ascending slowly and the effect is not distinct. With the increasing dosage of CTS, the 

removal rate of COD in water improved, but reaching a certain dosage, the removal rate of COD began to 

decline. Deacetylation degree was different; the best dosage was also different. The best dosage of m1, m2, m3 

and m4 was 12.0-12.5mg/L, 12.3-13.0mg/L, 14.5-15.0mg/L and 16.6-17.0mg/L respectively. 

 

3.3 Effects of the CTS molecular weight on flocculation   
Molecular weight is the key index of CTS on water purifying function; CTSn# were made into the 

same mass fraction of the solution, then flocculated the same amount of simulated sewage and determined the 
removal rate of COD. The results was showed in Fig.3, with the CTS molecular weight increased, the removal 

rate of COD in water decreased. And with the increasing dosage of CTS, the removal rate of COD in water 

improved, but the removal rate of COD began to decline when reaching a certain dosage. Molecular weight was 

different; the best dosage was also different. The best dosage of n1, m2, n2 and n3 was 15.4mg/L, 13.5mg/L, 

12mg/L and 9.5mg/L respectively. The result of the unit test indicated that the corresponding optimal dosage of 

low molecular weight was less than that of high one, the removal rate of COD would get the same effect. 

 

 
Figure 3 Effects of the CTS molecular weight on flocculation 

 

It maybe for that low molecular weight of CTS combined blank position on the surface of particles 
quickly after dissolved, through an effect on electric neutralization to shorten the distance between the particles 

so as to flocculate. But with the increasing concentration of CTS, blank particle on the surface of particles were 

covered completely. At this time, CTS played a protective effect, so flocculation instead weakened. When the 

CTS concentration further increased, stretch structure of its molecular chain changed slowly into single chain 

structure, then mutually winded and form line-group structure. Mutual-winding degree of high molecular weight 
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was high, and its molecular internal and intermolecular formed a large amount of hydrogen bond. The stable 

structure made a mount of CTS was difficult to dissolve in flocculation process, and repulsive force of CTS 

intermolecular was stronger, and caused molecules not easy to near each other and got together. Solubility of 

low molecular weight CTS was better, it was easy to close to each other between molecules. So low molecular 

weight CTS on the removal rate of COD in water was superior to high molecular weight CTS. 

 

3.3 Effects of pH on flocculation 
CTSn# was made into the same mass fraction of the solution, then flocculated the same amount of 

simulated sewage and determined the removal rate of COD in different pH. The results were showed in Fig.4. 

The COD removal trend of different molecular weight of the CTS was roughly the same in different pH. When 

the pH=5.5-7.0, the removal rate of COD rose gradually and then reduced with the increase of pH in water. And 

when pH was 6.0 to 6.5, the removal rate of COD reached the maximum. CTS was a weak cationic electrolyte, 

which played mainly electric neutralization in a low pH and CTS formed granular carbide and precipitated with 

pH increased so as to affect the removal efficiency of COD. 

 

 
Figure 4 Effects of pH on flocculation 

3.4 Effects of different viscosity-average molecular weight CTS on settling velocity in the flocculation 

process 

The results of the settling velocity were shown in Fig.5. With the increasing dosage of CTS, settling 

velocity of flocs in water improved. Generally the flocs of high molecular weight CTS was bigger and faster 

formed, and could settle during the short time. In this test shown that n3 was the lowest, but the removal rate of 

COD of n3 was the best. This could be that the solubility and dissolution rate of high molecular weight CTS is 

relatively lower in the same concentration so that it was not easy to flocculate fully in the relatively short time 

and affected the removal efficiency of COD in water. 

 

 
Figure 5 Effects of different viscosity-average molecular weight CTS on settling velocity in the flocculation 

process 

3.6 Flocculation mechanism 

From the above experimental results, ,molecular weight in 8.5-68×104 in a certain deacetylation degree 

range, low molecular weight CTS as a flocculant to treat sewage could have a better flocculation effect and a 

higher removal efficiency of COD, the corresponding amount will also decreased. The adsorption on the 

particles surface of polymer rooted in all kinds of physical and chemical action of intermolecular, such as 
electrostatic attraction, all kinds of coordination bond, hydrogen bond, etc. We found that a large amount of 
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hydrogen bond between the intramolecular and intermolecular [17] of high molecular weight CTS. The stable 

structure made macromolecules CTS in weak-acid to dissolve difficultly and the repulsive force of CTS 

intermolecular was strong, so it was hard to near each other to concentrate. And low molecular CTS after 

dissolving in acidic condition are more likely to spread its molecular chain [18,19], which have a faster 

dispersed and strong electropositive, thus the neutralized on the surface of particle making colloid stability and 

settlement. The repulsion of low molecular weight between the molecules CTS was weak and easier to close to 

play a bridging role, quick adsorb. The principles of electric neutralization and bridging cause that low 
molecular weight CTS could effective settle particles in water. When the CTS molecular weight up to a certain 

value and CTS molecular chain length reached a certain length, the bridging flocculation played a leading role, 

the flocculation effect would be increased with the molecular weight increased obviously. 

 

IV. CONCLUSIONS 

The self-preparated CTS flocculated in the same sewage COD. The results showed that in the same 

molecular weight, with the CTS deacetylation degree increased, the removal rate of COD in water also 

improved, when deacetylation degree in 80~85%, the removal rate of COD reached a larger extent, and when 

the deacetylation degree is higher than 85%, the removal rate of COD ascended slowly and the effect was not 

distinct. Selecting chitosan as flocculating agent, should be comprehensive consideration of the cost and benefit. 
Secondly, when deacetylation degree was 85% and molecular weight in 8.5-68×104 ,the removal efficiency and 

dosing quantity of low molecular weight CTS was superior to high molecular weight in room temperature and 

pH=6.5. Thirdly, choosing n# samples and m2 sample to test the effects on the pH value in its best dosing 

quantity. When the pH value was in 6.0~7.0, with the increase of pH, the removal rate of COD after the first rise 

gradually reduce. When pH was neutral and a little acid, the removal rate of COD reached the highest. In 

molecular weight 8.5-68×104, with the high molecular weight, the flocculating constituent of CTS was larger 

and faster formed than that of low one, could settle in short time. 
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Abstract:  Radio propagation measurements and prediction, realized by the mobile terminal or the base station, 

is needed to guarantee quality of service and to supervise the planned coverage area. A wide variety of 

approaches have been developed over the years to predict signal pathloss using what are known as propagation 

models. In this paper, we compare the measured pathloss obtained for the urban areas with seven existing 

propagation models, that is, SUI, Lee, Hata, ECC and COST-231 W/I and W/B. Firstly, for both areas, the 

results show that the path loss is not constant at various locations for a constant distance around the respective 

base station (BS). This shows that the terrains of studied cities are irregular. Secondly, observations show that 
the W/B gives better agreement for all the studied three cities; hence, it can be used to model signal coverage 

area of cellular networks in any region of South-South Nigeria. 

 

Keywords:  CDMA2000, Radio measurements, Signal coverage area, Pathloss. 

 

I. INTRODUCTION 

It is established that propagation phenomena can cause unexpectedly poor performance in cellular 

networks. These are manifested in reduced coverage, dropped calls and unexpected handovers [1]. The 

performance of the cellular network can be assessed, or new networks can be designed when deferent models 

are tested with observed measurement results. 

Radio measurements, realized by the mobile terminal or the base station, are crucial to assess mobile 

network reliability as they are needed to guarantee quality of service and to supervise the planned coverage area. 
These measurements are standardized for each wireless radio technology (GSM, UMTS, EDGE, CDMA2000, 

HSDPA...) and are essentially used as input for Radio Resource Management (RRM) algorithms. According to 

current radio network standards such as (third generation partnership project (3GPP) which is the 

joint standardization body from  Europe, Japan, Korea, USA and China, the available metrics in the network can 

be divided in several categories, depending on their target use: 

 Intra frequency measurements: Measurements on the same frequency as the active set. An active set 

corresponds to the set of base stations (for example Node B in CDMA) to    which the mobile terminal is 

connected, 

 Inter RAT measurements: Measurements on channels belonging to other radio access technologies, 

 Quality measurements: Measurements of quality of service and of comparison to requested QoS, 

 Internal measurements: Measurements in the mobile terminal, on the transmitted and received signal level, 

 Positioning measurements: Measurements of the mobile terminal position. These metrics are related to the 

chosen positioning technology. The widely used technique is the Global Positioning System (GPS), 

 Synchronization measurements: Mainly mobile terminal synchronization measurements, 

 Traffic volume measurements. 

In this study, we focus on internal measurements in the mobile terminal, on the transmitted and 

received signal level. This type of measurements is characterized with interesting properties linked to the 

propagation phenomenon. The idea is to explore the hidden properties in the radio measurements of 

CDMA2000 1x network operating at a frequency of 1.9GHz in built-up areas, so as to obtain received signal 
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level information and predict pathloss between the base station (BS) transmitter and the mobile station (MS) 

terminal. 

 

II. RESEARCH MOTIVATION 
Academically, built-up environments are interesting to study because of the complexity they present for 

the radio wave propagation. The many surfaces of buildings and objects in the streets produce reflections, 

diffraction, and shadowing of the signal, guiding it as it propagates from transmitter to receiver. Built-up 

environments are also of practical interest because these areas attract great concentrations of users. In fact, the 

popularity of wireless services in these areas is leading to network congestion. Since adding additional base 

stations to extend capacity is an expensive endeavor, system operators seek ways to extend the capacities of 

their existing systems. 

Moreover, one way to extend capacity is through improved resource allocation methods. A resource is 

any shared commodity that the system provides to users on demand. Examples of such resources are frequency, 

timeslots, transmitted power, and modulation level/bandwidth. For example, in systems that spend less time 

performing unnecessary handoffs in regions where two base stations serve equally well, an improved handoff 

algorithm can use information from the propagation characteristics in the area to better refine the handoff 

location point [2-4]. 
Signal pathloss prediction models are important in this regard since they predict the received signal 

strength. Although other parameters may be used in resource allocation decisions, the received signal strength is 

the fundamental parameter by which these decisions are made. We study propagation models since they yield 

predictions of signal strength. The signal strength is the primary parameter by which resource allocation 

decisions are made in cellular systems. 

 

III. MATREIAL AND METHODS MATERIALS 

The materials used for field measurements are:  

1.   Accer compatible Laptop.  
2.   TEMS measurement software.  

3.   NOKIA 1265 CDMA test phone  

4.   External GPS antenna.  

5.   USB connector.  

 

IV. METHODS 
Field measurements were performed in the built-up city of Port Harcourt, Benin and Uyo for their 

CDMA2000 based system. All the measurements were taken for mobile terminal the NOKIA 1265 CDMA test 

phone systems (TEMS) operated in the active mode which was provided by the studied CDMA network service 
provider, accompanied with an Acer portable laptop and a MAP76CSX GPS receiver for accurate location. 

Measurements were taken in all three zones/sectors of studied BS sites. For macro cellular system, the reference 

distance is taken as d0 = 100m. Starting from 100m, measurements were taken in intervals of 0.1 km, then up to 

a distance of 2 km from the transmitter in the three cities. In all, 9 cellular base stations were involved in the 

field measurements and their configuration parameters is shown in table 1. 

 For confidential and legal purposes, the name of the service provider used for the study will be designated as 

Operator A throughout the research.  

The values of the signal strength level measured were converted into pathloss using the expression in equation 

(1): 

 

    PL = PT + GT + GR - LT – LR -RSS (measured)                                                                         (1)      
                             

where PT  is  BS transmitted  power,  RSS(measured) is measured received signal strength, GT and GR are 

the gain of transmitting and receiving antenna, and LT and LR are feeder losses of the transmitter and the receiver, 

all in dB scale. 
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EXISTING PROPAGATION MODELS 

Here, some key city models available in existing literature for network planning are chosen and 

analysed relative to actual measured path loss to see how accurate they are for path loss prediction for 
CDMA2000 in the different locations of study. The chosen models which are Walficsh-Bertoni (W/B), Hata, 

ECC, SUI, COST-231(W/I), Lee and Egli model and their input environmental parameters used are summarized 

in table 1 and table 2 

.  

HATA PROPAGATION MODEL 

The propagation model known as Hata -model, is based on Okumura's measurements in Tokyo [5], 

which were fitted into a mathematical model by Hata. The original Okumura-Hata formula is given in Equation 

(2) [6]: 

 

L = 69.55+26.16log10 (f)-13.82log10 (hBS)-a (hMS) + [44.9-6.55log10 (hBS) log10 (d)        (2) 

 
where a is defined as: 

a(hMS) = [1.1 log10(f) – 0.7]  hMS - [1.56 log10(f) – 0.8]                                                      (3) 

 

a(hMS) = 3.2 [log10(11.75hMS)]2 – 4.97                                                                                 (4) 

 

Equation (2) is used for small and medium cities and Equation (3) for large cities. 

Other definitions used in Equation (1) are: 

L= Path loss (dB) 

F= Frequency (150 - 1500 MHz) 

hBS = Base station effective antenna height (20 - 200 m) 

hMS= Mobile station antenna height (1 - 10 m) 

d =Distance between base and mobile station (1 - 20 km) 
The original Okumura-Hata has some limitations. The most restrictive is that Okumura's measurements 

were made at 1920 MHz, and Hata's formulas cover only frequencies range from 150 to 1500 MHz. Also 

antennas have been over average rooftop level. 

The original formula has been modified by COST-231 -project, which resulted in extending Okumura-Hata 

formula to cover frequencies from 1500 to 2000 GHz. This makes it possible to use the formula in simulations 

for 3G-networks for a reasonable accuracy [7]. Constants A and B are redefined, and distance dependence 

parameter C is recommended to be defined by measurements, but value 44.9 is still often used. The COST-231-

Hata –formula is given in Equation 2.69. Constants A and B are chosen from the Table 3 [8]. Also an additional 

environment dependent parameter, area type correction factor, Cm, is given. It is above 0 dB in urban areas, but 

in rural areas it can be even below -15 dB [7]. 

 
L = A+B log10(f)-3.82log10(hBS)-a (hMS)+[C-6:55 log10(hBS)] log10(d)+Cm                             (5) 

 

New definitions in the formula are: 

A    Constant, see Table 2.2 

B    Constant, see Table 2.2 

C    User defined value for distance dependence (slope factor)  Cm Area correction factor. 

 

TABLE 3:  CONSTANTS A AND B FOR HATA MODEL 

             150-1000MHz        1500-2000MHz 

 A          69.55                       46.3 

 B          26.16                       39.9 
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STANFORD UNIVERSITY INTERIM (SUI) MODEL 

The SUI model was developed under the institute of Electrical and Electronics Engineers (IEEE) 

802.16 working group for prediction of path loss in urban, suburban and rural environments [9]. The 

applicability of this model in the 800 MHz and 1900MHz band has not been validated. However, due to the 

availability of correction factors for the operating frequency, this model is selected. The SUI models are divided 

into three types of terrains 1, namely, A, B, and C. Type A is associated with maximum path loss and is 

appropriate for hilly terrain with moderate to heavy foliage densities. Type C is associated with minimum path 
loss and applies to flat terrain with light trees densities. Type B is associated characterized with either mostly 

flat terrains with moderate to heavy three density or hilly terrains with light tree densities. The basic path loss 

equation with correction factors is presented in [9]: 

 

  dodforSXX
do

d
nAdBL bf 








 10log10

                (6) 
 

Where d is the distance between the Access Point (AP) and mobile station in meters, mdo 100  and 

S  is a log normally distributed factor that is used to account for the shadow fading owning to tree and other 

cluster and has a valued between 8.2 dB and 10.6dB [10]. The other parameters are defined as 

 













 od
A

4
log20 10                         (7) 

b
b h

Cbhan 
                      (8) 

 

where the parameter bh  is the base station height above the ground in metres and should be between 

10m and 80m. The constants used a, b, and c is given in Table 4. The parameter n  in (8) is equal to the pathloss 

exponent. For a given terrain type the pathloss exponent is determined by bh  

 

TABLE 4: SUI MODEL PARAMETERS IN DIFFERENT TERRAIN [10]
 

Model arameter Terrain A Terrain B Terrain C 

a 

b (m-1) 

c (m) 

4.6 

0.0075 

12.6 

4.0 

0.0065 

17.1 

3.6 

0.005 

20 

The correction factors for the operating frequency and the mobile station antenna height for the model are [10]. 

 



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                     (9) 
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log8.10 10                   (10) 



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



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2000
log0.20 10

hr
 for Terrain type C                   (11) 

 

where, f  is the frequency in MHz and hr  is the mobile antenna height above the ground in metres. 

The SUI model is used to predict the path loss in all three environments, namely rural, suburban and urban. 

 

THE LEE MODEL 

This is a power law model, with parameters taken from measurements in a number of locations, 

together with a procedure for calculating an effective base station antenna height which takes account of the 

variations in terrain. It can be expressed in the simplified form [11]: 

 

L = 10n log (d) -20 log (hBS) – Po – 10 log (hMS) + 29                                (12) 

where n and Po are given in table 5 below 
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THE EGLI FACTOR MODEL 

The Egli Model is a terrain model for radio frequency propagation. This model consists of the plane 

earth loss plus an extra loss component called the clutter factor. An example of clutter factor model is the 

method due to Egli, which is based upon a large number of measurements taken around American cities.  

The formulas for the Egli's propagation loss prediction model are as below [12]: 

For hms ≤ 10, 

 

PL (dB) = 20 log10 fc+40 log10 R+20 log10 hbs+76:3-10 log10 hms                    (13)  
For hms ≥10,  

PL (dB) = 20 log10 fc+40 log10 R+20 log10 hbs+85:9-10 log10 hms                    (14) 

 

ECC-33 MODEL 

ECC-33 is a model from Electronic Communication Committee based on analysis in 3.4 and 3.8 GHz 

band. The path loss is obtained from de following equations[13]: 

 

L = Afs + Abm-Gb -Gr                                         (15) 

Afs: Free space attenuation (dB)  

Abm: Basic median path loss (dB) 

Gb: Transmitter antenna height gain factor  
Gr  : Receiver antenna height gain factor 

Afs = 92.4 + 20log (d) + 20log (f)                                                                      (16) 

Abm = 20.41+ 9.83log (d) +7.894log (f) + 9.56[log (f]2                                    (17) 

 When dealing with gain of the cities, Gb and Gr is be expressed as [13]: 

Gb = log10 (hb/200){13.958+5.8[log (d]2 }                                                         (18) 

Gr = 42.57 + 13.17log (f)][log (hMS)+ -0.585]                                                    (19) 

Where d: Distance between transmitter and receiver antenna (km)  

f: Frequency (GHz)  

hBS: Transmitter antenna height (m)  

hMS: Receiver antenna height (m) 

 

COST 231(WALFISCH - IKEGAMI)  
The parameters, excess path loss from Walfisch-Bertoni model and final building path loss from 

Ikegami Model are combined in this model with a few empirical correction parameters. This model is statistical 

and not deterministic because you can only insert a characteristic value, with no considerations of topographical 

database of buildings. The model is restricted to flat urban terrain.  

The parameters used in Cost 231 Walfisch- Ikegami are denoted figure 1 

 

 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  
 

Page 101 

The formulation of the model is given as follow 

If a free LOS exists in a street canyon then, path loss defined as[2] : 

Llos=42.6+26logd+20logf         d 20m        (20)  

 

WALFISCH IKEGAMI (NLOS) 

Restrictions of the model are given as follow [2]: 

 

TABLE 6 RESTRICTIONS OF THE COST 231 W-I MODEL 

Frequency (MHz) 800-2000 MHz 

Base Station Height (hbase) 4-50 m 

Mobile Height (hmobile) 1-3 m 

Distance d,km 0.02-5 km 

                             

If a non-LOS exists, path loss defined as follow: 

Lb =   
      LFS + Lrts + Lmsd 

      LFS 

                                                                                                                          

(21) If  Lrts + Lmsd < 0 

 

LFS represents free space loss, Lrts is rooftop to street diffraction and scatter loss, Lrts is the multi-screen 

loss.  The rooftop to street diffraction and scatter loss Lrts represents the coupling of wave propagating along the 

multi-screen path into the street mobile located.  

 

Lrts =   -16.9 – 10log w + 10 log f+ 20 log ∆hmobile +                

0 

hroof>hmobile             (22) 

 

 
Lrts<0 

 

Lori = 

 -10 + 0.354 (φ/deg) 0 ≤ φ < 35 

 (23) 2.5 + 0.075 [(φ/deg) - 35] 35 ≤ φ < 55 

4 -.114[(φ/deg) - 55] 55 ≤ φ ≤ 90 

 

Where  is the angle between incidences coming from base station and road, in degrees shown in 
following figure 2. 

 

 
 

hmobile=hroof -hmobile 

hBase= hbase -hroof 

 
The multiscreen diffraction loss Lmsd is an integral for which Walfisch-Bertoni model approximate a 

solution to this for the cases base station antenna height is greater than the average rooftop. COST 231 extended 

this solution to the cases base station antenna height is lower than the average rooftop by including empirical 

functions. 

Lmsd = Lbsh + ka + kd log (d/km) + kf log (f/MHz) – 9 log (b/m)  (24) 

Lbsh =  =-18 log (1+ ∆hbase) for  hbase > hroof         

(25)  0 for  hbase ≤ hroof 

                                          

kf = -4 +  
 0.7 [(f/925)-1] Medium sized cities and suburban centers with moderate tree density 

 
1.5 [(f/925)-1] Metropolitan centers                                                   (26) 

ka 
  54 for  hbase > hroof                 

(27) 54 – 0.8∆hbase for  d ≥ 0.5 km and hbase ≤ hroof 
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54 – 0.8∆hbase R/0.5 for  d < 0.5 km and hbase ≤ hroof 

 

       kd = 
 18 for  hbase > hroof                       

(28) 
18 – 15 ∆hbase / hroof for  hbase ≤ hroof 

 
 The term ka denotes the increase of the path loss for base station antennas below the rooftops of 

adjacent buildings. The terms kd and kf control the dependence of the multi screen diffraction loss versus 

distance and radio frequency.  

In case of that data on the structure of buildings and roads are not available; following values could be taken as 

default [14]: 

b= 20 ~ 50m 

w= b/2 

hroof= 3m  x  (number of floors)+roof height 

roof=3 m for pitched 0 m for flat 

=900  

 

WALFICSH-BERTONI MODEL 

Bertoni and Walfisch [15] proposed a semi-empirical model that is applicable to propagation through 

buildings in built-up environments. The model assumes building heights to be uniformly distributed and the 

separation between buildings are equal. Propagation is then equated to the process of multiple diffractions past 

these rows of buildings. The Walficsh-Bertoni reduces path loss model to three elements: Free space loss, PLfs, 

diffraction from the rooftops, PLrooftops and diffraction and scatter loss from rooftop down the street, Pldown  

Free space loss, 

                                                       (29) 

Diffraction and scatter loss from rooftop down the street, Pldown  

 

                                                                                                  (30) 

Diffraction from the rooftops, PLrooftops 

 

                                                                                                                    (31) 

 

Here,            can be written in terms of BS height hT, the building height HB, and the distance R as, 

                                                                                                                       (32) 

Equation (31) becomes, 

                                                                                                               (33) 

The total loss is thus given by: 

                                                                                                              (34) 
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Where 

                                                                                                                   (36) 

and 

f m:   Frequency in MHz.  

hT:   Antenna Height in meters. 
Hb :   Building height in meters. 

hm :   Mobile height in meters. 

d:   Space between buildings in meters. 

R:   Distance between base station transmitter and mobile station in meters. 

Given in table 5 and 6 are the definition of the basic parameters/ specification of the CDMA networks of the two 

operators in the chosen area of study.  

 

V. RESULTS AND DISCUSSION 

In figure 3-5, the measurement pathloss data is examined with the existing models based on the 
separation distance between the mobile and base station, for comparison. 

 

 
Figure 3: Comparative pathloss model for operator A, location 1 

 

 
Figure 4: Comparative pathloss model for operator A, location 2 
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Figure 5 : Comparative pathloss model for operator A, location 3 

As can be clearly observed from the above plots, the measured path loss is over predicted by W/B, 

Hata, ECC, SUI, and COST-231(W/I) models and under predicted by Lee and Egli model. Such performances 

can be ascribed to the differences in city structures and local terrain profiles. 

For instance, the LEE pathloss model was designed based empirical data chosen from a flat terrain. Large errors 

arise when the model is applied to a non flat terrain. Also, Hata model, which is based on extensive empirical 

measurements taken by OKumura in city of Tokyo, Japan does not account for clutter factors [2]. In general, 

such outsized differences between the measured and predicted values can be explained  by the fact the 

expression for pathloss calculation by the existing models were designed in an environment where the definition 

for urban, suburban and rural areas is not the same in Nigeria. Also, choosing the appropriate propagation model 

for application depends on system and terrain parameters. Thus, the accuracy of pathloss models suffers when 

they are used in an environment other than for which they have been developed. Therefore, performing in-field 
measurements in the environment of interest, and applying necessary corrections to the existing models, or 

developing a new model from the site-specific measured data is the only solution. 

 

THE MODEL’S GOODNESS OF FIT STATISTICS  
In order to examine the goodness of logarithmic fit of existing pathloss model to field data, root mean 

squared error (RMSE) and relative error (RE) have been calculated. These two statistical parameters are defined 

as: 

Rmse: This statistic gives a quantitative measure on how close (on the average) are the predicted pathloss 

values, which are estimated using the existing models, to the measured pathloss values. RMSE value closer to 0 

indicates a better fit.  

Re: This statistic measures the largest error in predictions  

Mathematically, the following equations define RMSE and RE:                                                                                       

              RMSE = 
∑ 𝑃𝑚−𝑃𝑟 2

𝑁
                                                                  (37) 

              RE= 
∑  𝑃𝑚−𝑃𝑟 

𝑃𝑚
𝑥100                                                                                        (38) 

 

where,  

          Pm = measured Pathloss (dB)  
           Pr = Predicted Pathloss (dB) 

           N = Number of measured data points 

 .          ў =Mean of measured pathloss (dB) 

The deduced errors are summarized in figure 6-8.  
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Table 6: The relative errors of the measurement path loss to the path loss of the existing path loss models for 

operator A, location 1 

 
Table 7): The relative errors of the measurement path loss to the path loss of the existing path loss models for 

operator A, location 2 
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Table 8: The relative errors of the measurement path loss to the path loss of the existing path loss models for 

operator A, location 3 

 

From the plots in figure 6-8, the measurement data are more close to the Walficsh-Bertoni (W/B) 

model with RMSE and RE of 6.5279- 17.6577 and 5.4965-15.4049 and more far from ECC model with RMSE 

and RE of 43.67169-63.26773 and 35.79981-54.20873 respectively. Based on closest agreement to field data, 

the W/B model is selected as the best model for signal coverage prediction for the studied environment. 

 

VI. CONCLUSION 

This study aims to measure and predict the signal path loss for built-up areas of South-South, Nigeria 

and to compare with different empirical models. The practical measurements that are collected over different 

distances from the base stations are used to estimate the path loss. Though propagation models are available to 

predict the losses, they are not very accurate in determining the coverage area of a system. This is due to the fact 

that these models have been designed based on measurements elsewhere. Therefore, in-field measurements must 

support the path loss prediction models for better and accurate results. Firstly, the effects of different 

parameters, such as distance from base stations have been studied and it is observed that path loss increases with 

distance due to a corresponding decrease in field strength. Secondly, observations show that the W/B gives 
better agreement for all the studied three cities; hence, it can be used to model any region in South-South 

Nigeria. Based on the obtained results, a proposal for future works can consider an adjustment of W/B Model by 

changing some parameters or adding a term which is related to some new environment feature.   
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Abstract:  In this paper, I have invented the formulae for finding the area of an Isosceles triangle. My finding is 

based on pythagoras theorem. 

 

I. INTRODUCTION  
 A mathematician called Heron invented the formula for finding the area of a triangle, when all the three 

sides are known. Similarly, when the base and the height are given, then we can find out the area of a triangle. 

When one angle of a triangle is a right angle, then we can also find out the area of a right angled triangle. Hence 

forth, We can find out the area of an equilateral triangle by using the formula of an equilateral triangle. These 

some formulae for finding the areas of a triangles are not exist only but including in educational curriculum also.  

   But, In educational curriculum. I don’t appeared  the formula for finding the area of an isosceles 

triangle with doing teaching – learning process . Hence, I have invented the new formula for finding the area of 

an isosceles triangle by using Pythagoras theorem.  
 I used pythagoras theorem with geometrical figures and algebric equations for the invention of the new 

formula of the area of an isosceles triangle. I Proved it by using geometrical formulae & figures, 20 examples 

and 20 verifications (proofs). 

Here myself is giving you the summary of the research of the plane geometrical formulae- Part II 

     

II. METHOD 
First taking an isosceles triangle ABC   

 
Fig. No. -1 

    
Now taking a, a & b for the lengths of three sides of  ABC 

 

 
Fig. No. – 2 
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Draw perpendicular AD on BC.    

 
Fig. No. - 3 

 

ABC is an isosceles triangle and it is an acute angle also. 
In ABC, 

Let us represent the lengths of the sides of a triangle with the letters a,a,b. Side AB and side AC are 

congruent side. Third side BC is the base. AD is perpendicular to BC. 

Hence, BC is the base and AD is the height. 

Here, taking AB= AC = a 

 Base , BC = b  Height, AD = h 

In  ABC, two congruent right angled triangle are also formed by the length of perpendicular AD 

drawn on the side BC from the vertex A. By the length of perpendicular AD drawn on the side BC, Side BC is 

divided into two equal parts of segment. Therefore, these two equal segments are seg DB and seg DC. Similarly, 

two a right  angled triangles are also formed, namely,  ADB and ADC which are congruent. 

Thus, 
 

        DB = DC = 1/2 ×  BC 

        DB = DC = 1/2  ×  b = b/2 

         ADB and  ADC are two congruent right angled triangle. 

Taking first right angled ADC, 

In ADC, Seg AD and Seg DC are both sides forming the right angle. Seg  AC is the hypotenuse.  

 

Here,   AC =a  

Height , AD = h            

DC = b/2   and  m  ADC = 900   

 
 

According to Pythagoras Theorem, 

(hypotenuse) 2  = ( one side forming the right angle) 2 + ( second side forming the right angle) 2 

In short, 

    ( Hypotenuse ) 2 = ( one side) 2 + ( second side) 2 

 AC2 = AD2 + DC2 

 AD2 + DC2 = AC2 
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For example-  

Now consider the following examples:- 

Ex. (1) If the sides of an isosceles triangle are 10 cm, 10 cm and 16 cm. 

 Find it’s area        

DEF is an isosceles triangle. 

In DEF given alongside,       

            l ( DE) = 10 cm. 

            l l ( DF) = 10 cm.                l ( EF) =  16 cm 

 
Fig No- 5 

Let, 

a = 10 cm  

Base, b = 16 cm. 

 
The square root of 144 is 12 
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= 4 × 12 = 48 sq.cm. 

.·. Area of an isosceles DEF = 48 sq.cm 

 

Verification :- 

 

  
 

 
 

 

 

The square root of 36 is 6 and the square root of 64 is 8 

                                                 = 6 × 8 = 48 sq.cm 

  .·. Area of DEF = 48 sq.cm 

Ex. (2) In GHI, l (GH) = 5 cm,  l (HI) = 6 cm and   l (GI) = 5 cm. 

 Find the area of  GHI. 

 
 

Let, 

a = 5 cm  

Base, b = 6 cm 
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III. EXPLANATION 
   We observe the above solved examples and their verifications, it is seen that the values of solved 

examples by using the new formula of an isosceles triangle and the values of their verifications are equal. 

 Hence, The new formula of the area of an isosceles triangle is proved 

.  

IV. CONCLUSIONS 
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Abstract: The adsorption of Copper (II) ions from aqueous solution by ethylenediamine modified cross linked 

magnetic chitosan resin (EMCMCR) was studied in a batch adsorption system. For 100 ppm, maximum removal 

of copper (II) was observed at a contact time of 4hours. Copper (II) removal is pH dependant and the maximum 

removal was observed at pH 6.0 and temperature of 250C for 200 ppm. The adsorption could be well interpreted 

by Langmuir adsorption model. 

  

Keywords:  Adsorption of Copper, Ethylene diamine, Effect of parameters 

 

I. INTRODUCTION 
Chitosan (Fig.1) is a modified carbohydrate polymer derived industrially by hydrolyzing the amino acetyl 
groups of chitin. It is a natural, biodegradable, biocompatible, non-toxic, and anti-bacterial poly-saccharide 

available in different forms such as solution, powder, flake, fibre and film. Due to its wide range of physical 

forms, chitosan has broad applications in different fields. Chitosan, a naturally occurring polysaccharide, is a 

cationic polysaccharide composed of [a2-amino-2-deoxy-â-D-glucan] (Figure 1) obtained by the alkaline 

deacetylation of chitin. This chitin is present in shells of insects and marine crustacean such as shrimps and 

crabs. The unique properties of chitosan including availability, biodegradability, biocompatibility, bioactivity, 

non-toxicity as well as good adhesion and sorption are the major reasons for its multiple applications. Another 

main reason for this increasing interest of chitosan is its wide range of physical forms which can be obtained by 

using an appropriate technological process. Chitosan has already been used in a variety of fields such as 

wastewater treatment, medicine, agriculture, food, paper industry and cosmetics. 

Due to the importance of the physical forms of chitosan in various fields of science and technology, this short 
review attempts to present the recent studies involved with chitosan as well as its blends in different physical 

forms. Finally the most important applications of the physical forms of chitosan and its blends in different fields 

are also depicted. 

 
Fig.1.Chitosan-Structure 

 

 In the present work, we prepared ethylenediamine-modified glutaraldehyde-crosslinked magnetic 

chitosan resin (EMCMCR) and used it to adsorb Cu (1I) ions in a batch system. The effects of the process 

parameters such as pH, temperature, dosage of EMCMCR, initial Cu (II) concentration on Cu (II) removal were 

investigated. In order to better understand the adsorption characteristic, some isotherm models were 

investigated. 
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II. MATERIALS AND METHODS 

2.1 Materials 
 Chitosan, Glutaraldehyde, Epichlorohydrin, Ethylenediamine. All reagents above were of chemical 

grade. Stock solutions (1000 mg L−1) of Cu(II) was prepared by dissolving 392.682  g in 1000 ml distilled water. 

Acetic acid, Glutaraldehyde, Epichlorohydrin, Tween 80, Ethylenediamine, Aloe-vera extract powder, 
Hydrochloric acid, Sodium hydroxide pellets. 

. 

2.2.   Preparation of EMCMCR 

2.2.1 Preparation of Magnetic fluid 
 Magnetic fluid was prepared at a temperature of 450 C, a mixture of FeCl3 (15 ml, 0.6 mol.L-1) and 

FeSO4 (15 ml, 0.4 mol.L-1) was stirred in a beaker. Sodium hydroxide was added into the mixture quickly to 
keep the pH value 10.0.After stirring for 10 minutes the temperature rises to 550 C by setting the mixture in a 

water bath ,thereafter surfactant (Tween 80) is added to modify the surface of Fe3 O4 and kept for 30 minutes 

and then the pH was adjusted to 7.0 .  

 EMCMCR was prepared by dissolving chitosan in acetic acid solution with stirring until completely 

dissolved at 50 ◦ C and then the magnetic fluid was added to the solution slowly. Glutaraldehyde and 

ethylenediamine were used to form the gel. Meanwhile, ethylenediamine was introduced into the mixture to 

modify the resin of EMCMCR. Fig. 3 shows the photos of the chitosan and EMCMCR. 

 

 
Fig.2.2. Photos of Chitosan and EMCMCR 
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2.3.   Batch adsorption experiments 
 All batch experiments were carried out with adsorbent samples in a 250 mL beaker with 100 ppm Cu 

(II) aqueous solutions on a mechanical stirrer at slow speed. The 100 ppm solution was contacted i.e; stirred for 

various hours (1 hr,2 hr,3 hr,4 hr,5 hr,6 hr etc.) The concentration of Cu (II) ions was determined 
spectrophotometrically at 820 nm .At the end of 4 hrs there was maximum adsorption (i,e: 100%) . 

 The study of the pH (1.0–8.0) dependency of Cu (II) adsorp-tion onto EMCMCR was carried out in Cu 

(II) solutions with different initial concentration of 100, 200 and 300 mg L−1 at a temperature (250 C).Since at 

100ppm we got 100% for 4 hrs of stirring, we use 200 ppm Cu(II) solution  with varying pH(1.0-10.0)  The pH 

value was adjusted by 1 M NaOH or 1 M HCl. 

 Isotherm studies were conducted by contacting 1 g EMCMCR with 100 mL of Cu (II) solution at 

different initial concentration (100, 200, and 300 mg L−1 ) stirring for 240 min. The experiments were performed 

at different temperature (25, 35 and 45 and 55 ◦ C). Adsorption isotherms are plots of the equilibrium adsorption 

capacity (qe ) (according to Eq. (1)) versus the equilibrium concentration of the residual Cu (II) in the solution 

(Ce). 

 

 qe  = 

 

(C0  − Ce )V            

(1) 

 

W 

 

   

 
 Where qe is the equilibrium adsorption capacity (mg g−1), C0 and Ce are the initial and equilibrium 

liquid phase solute concentration (mg L−1), respectively. V is the liquid phase volume (L) and W (or m) is the 

amount of adsorbent (g). 

 

 
 

III. RESULTS AND DISCUSSION 

3.1.1   Effect of Contact time on Cu (II) adsorption by EMCMCR (for 100 ppm) 
Initial Concentration: 100 ppm (39.268 mg/l), Dosage m : 1 gm,Temperature:25 0C 

pH: 4.85 

 

 
Fig 3.1   Graph of Percentage of removal of Copper vs Contact Time(For 100 ppm) 
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Percentage removal of copper increases with increase in contact time .The maximum removal resulted in 100% 

for 100 ppm for stirring it for 4 hours at temperature 250C. The pH was 4.85 

 

 
Fig 3.2    Graph of qe/Ce vs Ce (For 100 ppm) 

 

 From the above graph with R-square(R2).Langmuir adsorption isotherm have R2  =0.937.Since 

Langmuir adsorption is having highest R2  value and close to 1.This parameter follows Langmuir adsorption 

isotherm .The R-square values of the linear regression performed were used to determine whether the isotherm 

was a good fit for the given experimental adsorption data. The R-square value close to 1 indicates a good fit by 

the model for the given experimental data whereas R-square value near 0 indicates that the model is not a good 

fit for the given experimental data.  

 

3.1.2 For 200 ppm 

Initial Concentration: 200 ppm (78.536 mg/l),Dosage m : 1 gm,Temperature:25 0C 
pH :4.85 

 

 
 

Fig 3.3    Graph of Percentage of removal of Copper vs Contact Time(For 200 ppm) 

 
Percentage removal of copper increases with increase in contact time .The maximum removal resulted in 

85.29% for 200 ppm by keeping 4hours as constant temperature 250C .The pH was 4.85 
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Fig 3.4    Graph of  1/qe  vs  1/Ce(For 200ppm) 

 

For 200 ppm it follows Langmuir Adsorption model since it has highest R2 value and is equal to 0.982 

 

3.1.3 For 300 ppm 
Initial Concentration: 300 ppm(117.8 mg/l),Dosage m : 1 gm, Temperature:25 0C,pH : 4.85 

 

 
 

Fig 3.5    Graph of  1/qe  vs  1/Ce (For 300ppm) 

Percentage removal of copper increases with increase in contact time .The maximum removal of copper resulted 

in 36.29% for 300 ppm by keeping 4hours as constant  at temperature 250C.For 300ppm too it follows Langmuir 

adsorption Isotherm with  R2 =0.998 

 

 

3.2 For 200ppm 

pH Variation 
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Fig 3.7    Graph of Percentage of removal of Copper vs pH (For 200 ppm) 

 

Maximum percentage of copper removal is attained at pH 6 at concentration 200 ppm and temperature 250C 

The percentage removal resulted in 74.038 %  

 

 
 

Fig 3.6    Graph of Percentage of removal of Copper vs Contact Time(For 300 ppm)

 

3.3 Temperature Variation 
 

 
 

Fig 3.8    Graph of Percentage of removal of Copper vs Temperature (For 200 ppm) 



American Journal of Engineering Research (AJER) 2013 
 

 w w w . a j e r . u s  

 

Page 120 

As the temperature increases percentage removal of copper reduces. Maximum percentage removal is attained at 

250C and pH 4.85.The percentage removal of copper resulted in 81.73% at an initial concentration 200 ppm. 

 

3.4 Concentration variation 

 
 

Fig 3.9    Graph of Percentage of removal of Copper vs Initial Concentration 

 
 Percentage removal of copper is maximum for 100ppm for four hours of stirring time(contact time).It 

resulted in 100% removal of copper. Now keeping 4 hours of contact time as constant, percentage removal of 

copper reduces to 85.29% for 200 ppm .For 300ppm it reduced to 36.29 % for 4 hours of contact time

 
3.5 Maximum Equilibrium Isotherm 
 

 
Fig 3.10   Graph of  Cemax/qemax  vs  Cemax 

 
 Since the mean square value R2 has value and is equal to 0.998 and is very close to 1 it best fits 

Langmuir adsorption isotherm .Hence the plot Cemax/qemax Vs Cemax follows a linear curve and have maximum 

mean square value equal to 1.Hence our study of batch adsorption of copper by ethylene-di-amine modified 

cross-linked chitosan resin is best described by Langmuir Adsorption Isotherm. 

 

The below given graph shows decrease in percentage of copper removal with respect to increase in 

concentration (ppm) 
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Fig 3.11    Graph of Percentage of removal of Copper vs Initial Concentration for maximum equilibrium 

adsorption 

 

IV. CONCLUSION 
 Ethylenediamine modified crosslinked magnetic (EMCMCR) chitosan resins were prepared. From the 

above results it is obvious that adsorption efficiency was dependent on various factors or operating conditions 

such as pH, contact time, initial concentration, temperature and dosage of the adsorbent. 
             The optimum concentration and pH for maximum removal of Cu (II) ions was found to 100ppm and 

pH 6 for EMCMCR. Increase of adsorbent dose prominently increased the adsorption due to an increase in the 

surface area. With the increase in temperature adsorption efficiency gradually decreased and was found to have 

maximum percentage of removal of Cu (II) at 250C. 

             The equilibrium data were analyzed by Langmuir, Freundlich and Tempkin isotherm models. The 

Langmuir adsorption isotherm provided the best fit by giving maximum R2
 value i.e; 0.998 suggesting a 

monolayer adsorption on a homogenous surface. 

 The  obtained  results  showed  the  prepared  EMCMCR proves  its  high efficiency  in  removing  the 

copper  (II)  ions  from aqueous solution. On the economical front application of EMCMCR for heavy metal 

removal could be tested in industrial environments.   
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I. INTRODUCTION 
The study of non-contraction mapping concerning the existence of fixed points draws attention of 

various authors in non-linear analysis. It is well known that the differential and integral equations that arise in 

physical problems are generally non-linear, therefore the fixed point methods specially Banach’s contraction 

principle provides a powerful tool for obtaining the solutions of these equations which were very difficult to 
solve by any other methods. Recently Verma [9] described about the application of Banach’s contraction 

principle [2]. Ghalar [5] introduced the concept of 2-Banach spaces. Recently Badshah and Gupta [3], Yadava, 

Rajput and Bhardwaj [10], Yadava, Rajput, Choudhary and Bhardwaj [11] also worked for Banach and 2-Banch 

spaces for non contraction mappings. In present paper we prove some fixed point and common fixed point 

theorems for non-contraction mappings, in 2-Banach spaces motivated by above, before starting the main result 

first we write some definitions. 

  

Definition (1.2A), 2-Banach Spaces: 

In a paper Gahler [5] define a linear 2-normed space to be pair  .,,L where L  is a linear space and . .,  is 

non negative , real valued function defined on L  such that Lcba ,,   

(i) 0, ba if and only if a  and b  are linearly dependent  

(ii) abba ,,   

(iii)   , , , baba  is real  

(iv) cabacba ,,,   

Hence . .,  is called a 2-norm. 

Definition (1.2B): 

 A sequence  nx  in a linear 2-normed space L , is called a convergent sequence if there is, Lx , such that 

Lyyxxn
n




 allfor  0,lim . 

 

Definition (1.2C):  

A sequence  nx  in a linear 2-normed space L  , is called a Cauchy sequence if there exists Lzy , , such that 

y and z are linearly independent and  
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            0,lim
,




yxx nm
nm  

 

Definition (1.2D):  

A linear 2-normed space in which every Cauchy sequence is convergent is called 2-Banach spaces.  

 

II. MAIN RESULTS 
Theorem 1.1:  

Let T be a mapping of a 2-Banach spaces into itself. If T satisfies the following conditions:  

 

          IT 2
, where I  is identity mapping                                                                                     (1.1) 
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


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
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          (1.2) 

Where yx  , 0a  is real with 4324108   .Then T  has unique fixed point. 

Proof: Suppose x  is any point in 2-Banach space X . 

            Taking    yTzxITy     ,    
2
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On the other hand  
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By the definition of R we claim that   xR n
 is a Cauchy sequence in X ,   xR n

 is converges to so element 

0x  in X . So    0lim xxR
n

n



 . So    00 xxR   . Hence   00 xxT   

So 0x  is a fixed point of T . 

 

Uniqueness:  

If possible let 00 xy   is another fixed point of T .Then  
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Which is contradiction so 00 yx  .Hence fixed point in unique. 

 

Theorem 2.1:  

Let T and G be two expansion mappings of a 2-Banach space X into itself. T and G satisfy the following 

conditions: 

(2.1)  T  and G  commute  

(2.1) IT 2
 and IG 2

 , where I  is identity mapping. 
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(2.3) 
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It is clear by theorem (1.1); that TGR   has at least one fixed point say 0x  in K  that is 
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So 00 yx  . So common fixed point in unique. 
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Abstract: The performance of an anaerobic baffled reactor (ABR) was evaluated in the treatment of cassava 

wastewater as a pollutant residue. An ABR divided in four equal volume compartments (total volume 4L) and 

operated at 35°C was used in cassava wastewater treatment. Feed tank chemical oxygen demand (COD) was 

varied from 2000 to 7000mg L-1. The objective of the study was to formulate an improved mathematical model 

to describe cassava wastewater treatment without taking into account its inhibition characteristic. In the study, 

Kincannon-Stover model constants µmax  and Ks, were found to be 0.8803mg/L. d and 0.2113COD/m3 . day 

respectively and Monod Model constants µmax and Ks, were found to be 100mg/L. d and 98mgCOD 

respectively. The coefficient of determinations (R2) of Kincannon-Stover and Monod Models were evaluated as 

0.634 and 0.986.  This showed that the Monod model is a more applicable model for describing the kinetics of 

the organic removal in anaerobic baffled reactor for treating cassava wastewater. 

  

Keyword:  Mathematical Modeling; Anaerobic Baffled Reactor (ABR); Cassava Wastewater; COD Removal; 

Treatment 

 

I. INTRODUCTION 
Wastewater treatment in developing countries is a problem to manage. The major components of the 

effluents from garri processing industries is cyanide and starch, and in most cases, these effluents are channeled 

into pits where they continue to accumulate and gradually percolate into the surrounding soils thereby posing 

serious health and environmental hazard. The wastewater from cassava processing or its derivative (garri) ends 

up with domestic sewage if processed in small quantities while others end up being carried with industrial 

wastes if processed in large industrial quantities. Lastly, others percolate into the soil depending on the 

processors. Wastewater from cassava processing, if released directly into the environment before proper 

treatment, is a source of pollution. In many areas where traditional processing is practiced, wastewater is 

normally discharged beyond the “factory” wall into roadside ditches or fields and allowed to flow freely, settling 
in shallow depressions. Eventually this will percolate into the subsoil or flow into streams. Cassava roots 

contain cyanogenic glucosides (the precursors of HCN) in various concentrations depending on the variety and 

growing conditions (Bolhuis, 1954). This cyanide is released during peeling, slicing and crushing. The bound 

cyanide is converted to free cyanide during the milling operation. About 40% to 70% of the total cyanide 

appears in the water used to wash the starch from the disintegrated tissue (Maduagwu and Umoh, 1988). The 

press water, although produced in relatively low volumes (250 – 300 litres per tonne of roots), is the main 

problem because of its high biological oxygen demand (BOD) of 25,000 – 50,000 mg/l with a typical cyanide 

concentration in excess of 400 mg/l (Gomez et al., 1984). Cyanide, being an acidic component will naturally 

have an inhibiting action on the biological degradation of cassava wastewater. Cassava wastewaters are often 

discharged into sewers or allowed to percolate into the soil causing environmental degradation. This effect on 

the environment is significant as the air we breathe becomes contaminated with the odor emanating from it, an 
effect yet to be addressed properly in developing countries due to inadequate equipment and lack of research 

materials. The cassava wastewater may introduce some toxic elements e.g. cyanide in sewage which may inhibit 

the usual degradation processes. It is therefore very important to establish the pathway of degradation, the level 

of inhibition and the extent of treatability of cassava wastewater. The objective of this study is to formulate an 
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improved mathematical model to describe cassava wastewater treatment without taking into account its 

inhibition characteristic. 

 

Materials and Method  

The laboratory scale ABR was constructed from 6mm thick stainless steel, with external dimensions of 

lengths, widths, depths and working volumes as shown in Table 1. Figure 1 shows a schematic diagram of the 

reactor. The reactor was divided into 4 equal compartments by vertical baffles with each compartment of each 
the reactors having down-comer and riser regions created by a further vertical baffle. 

 

 
Figure 1: The Reactor - Scheme of the ABR. 1. Feed Tank; 2. Peristaltic Pump;  3. Influent; 4. Sampling 

Ports; 5. Effluent. 

 

For each of the reactors, the widths of up-comers were multiples of the widths of down-comer 
(Fernanda et al., 2001). The lower parts of the down-comer baffles were angled at 450 in order to direct the flow 

evenly through the up-comer. This produced effective mixing and contact between the wastewater and anaerobic 

sludge at the base of each riser. Each compartment was equipped with sampling ports that allowed biological 

solids and liquid samples to be withdrawn. The operating temperature was maintained constant at 35+0.5°C by 

putting the reactor in a water bath equipped with a temperature regulator (Movahadyan et al., 2007). The 

influent feed was pumped using variable speed peristaltic pump.  

 

Table 1: Dimensions of the Reactor 

Dimensions Reactor 1 

Length (cm)        53 

Width (cm)        16 

Depth (cm)        30 

Working Volume (L)      13.57 

Up-comer Width/ Down-comer Width       2.6 

No of Compartments        5 

Volume of Each Compartment (L)        2.7 

 

Start-up of ABR 

Start-up without seed sludge was rather difficult and time consuming for suspended growth anaerobic 

reactors. The following 3 steps were taken: (i) the reactor was filled with cassava wastewater and allowed to rest 
for 15 d (ii) the sludge bed was allowed through a process of sludge accumulation by settling and sludge 

improvement and (iii) after 15 d, feeding of the wastewater was resumed (Movahadyan et al., 2007).  The 

resumed wastewater feeding  helped the development of sludge bed at the bottom of individual chambers of the 

ABR. This process of feeding the system followed by two weeks rest is based on the experiment made in 

Kanpur (India) for the start-up of a UASB plant without inoculum (Draaijer et al., 1992).  

 

Characterization of Wastewater  

The cassava wastewater from a cassava processing factory at Imo Polytechnic Umuagwo in Eastern 

Nigeria was used as feed. The supernatant of the wastewater after the simple gravity settling, used in the 

investigation, had low TSS, as approximately 90% of the solids were removed. The supernatant wastewater was 
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diluted to achieve the COD concentration required for each loading rate with water. In order to achieve pH and 

alkalinity adjustment, the supernatant was neutralized by NaOH and NaHCO3. A COD:N:P ratio of 300:5: 1 was 

kept during operation using NH4C1 and K2HPO4. The micro-nutrient deficiency was added occasionally to 

correct growth conditions. 

 

Procedure for Experiment  

The wastewater was collected twice a day from the cassava processing plant, and it was intermittently 
mixed to feed the reactor with a consistent quality. The wastewater was fed to the reactor with the help of a 

variable speed peristaltic pump. The ABR was operated at various hydraulic retention times (HRTs) by varying 

the flow rate of influent wastewater (Qinf), thereby varying the organic loading rate (OLR). The wastewater flew 

from the down-comer to the up-comer within an individual chamber through the sludge bed formed at the 

bottom of the individual chambers. After receiving treatment in the particular chamber, wastewater entered the 

next chamber from the top. Due to the specific design and .positioning of the baffle, the wastewater is evenly 

distributed in the up-comer and the vertical up-flow velocity (Vup) could be significantly reduced. The treated 

effluent was collected from the outlet of the 3rd compartment. The reactor was kept in a temperature controlled 

chamber maintained at 35 OC. 

 

Mathematical Modeling of Cassava Wastewater Treatment  

Nomenclature: 

Si =  Substrate concentration in the influent (mgl-1) 

Se=  Substrate concentration in the effluent (mgl-1) 

ks=  Half saturation constant (mgl-1) 

µ =  Specific growth rate of organism (per day) 

µmax = Maximum specific growth rate of organism (per day) 

V = Volume of reactor (L)  

rA =  Rate of utilization of substrate (mg/l.day)  

 

Kincannon-Stover Model for ABR 

Equation (1) is Kincannon-Stover model. This equation was first used for RBC (Rotating Biological 

Contactor) systems. In that model the disc surface area (A) is used to represent some relationship to the total 
attached-growth active biomass concentration in a RBC. Where ds/dt is the substrate removal rate (mg/1. day). 

In the equation it was assumed that the suspended solid in the RBC system is negligible in comparison to the 

attached biomass (Broch-De et al., 1994). 

 

rA = 

𝒅𝒔𝟏

𝒅𝒕
=  

µ
𝐦𝐚𝐱 

𝑸𝑺𝒊
𝑨

 

𝟏

𝑲𝒔
𝟏+  

𝑸𝑺𝒊
𝑨
 

                                       (1)    

                                                                         

Previous studies (Broch-De et al., 1994).have shown that suspended biomass in the reactor is a 

significant factor in producing high and stable removal efficiency in moving bed biofilm reactors. It was 

demonstrated that the suspended biomass in the reactor contributed approximately one half of the total waste 

removal. This is extendable to ABR system because majority biomass of ABR is suspended and ABR reactors 

perform almost similar to plug flow reactor and it was predicted that Kincannon-Stover model was better for 
performance description of ABR reactor. Therefore in equation (1) volume (V) of the reactor instead of the 

surface area of the carrier elements can be used. By this modification results in: 

 

𝒓𝒗 𝑪𝑶𝑫 =  
𝒅𝒔

𝒅𝒕
=  

𝝁𝒎𝒂𝒙
𝑄𝑆𝑖
𝑉
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𝑸𝑺𝒊
𝑽
 
                                                                          (2) 

A mass balance of substrate into and out of the volume can be made as follows: 
𝒅𝑺

𝒅𝒕
=  

𝑸

𝑽
  𝑺𝒊 −  𝑺𝒆                                                                                     (3)  

 

By equation (2), (3) we have the following relationship: 

𝒅𝑺

𝒅𝒕
=  

𝑸

𝑽
  𝑺𝒊 −  𝑺𝒆 =  

𝝁𝒎𝒂𝒙
𝑸𝑺𝒊
𝑽

𝑲𝒔+  
𝑸𝑺𝟏
𝑽
 
                                                                (4) 

 

By linearization of equation (4), equation (5) is obtained as follows 

 
𝒅𝒔

𝒅𝒕
 =  
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𝑽
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 +  

𝟏
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                                                     (5) 
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By plotting V/Q (Si-Se), the inverse of the loading removal rate, against V/QSi, the inverse of total organic 

loading rate, a straight line was obtained. By measuring the intercept and slope of this line the µmax and Ks was 

determined. 

By substituting equation (5) in equation (3) the following equation is obtained: 

𝑸𝑺𝒊 = 𝑸𝑺𝒆 +   
𝝁𝑴𝒂𝒙 

𝑸𝑺𝒊
𝑽
 

𝑲𝒔+  
𝑸𝑺𝒊
𝑽
 
  V                                                                                                 (6) 

 

This equation can then be solved for either the volume of reactor or the effluent substrate concentration. Thus: 

V = 
𝑸𝑺𝒊

 
𝝁𝒎𝒂𝒙𝑺𝒊
𝑺𝒊−𝑺𝒆

 − 𝑲𝒔
                                                                                                                       (7) 

 𝑺𝒆 =  𝑺𝒊 - 
𝝁𝒎𝒂𝒙𝑺𝒊

𝑲𝒔+
𝑸𝑺𝒊
𝑽

                                                                                                                     (8) 

 

Monod Model for ABR  

The Monod model is described as  

𝒓𝑨 =  
𝒅𝒔

𝒅𝒕
=  

𝑸

𝑽
  𝑺𝒊 − 𝑺𝒆 = µ.𝑿                                                                    (𝟗) 
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µ
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𝑿                                                    (10) 

 

By linearization of equation (10), equation (11) is obtained as follows 

                 
𝑿𝑽

𝑸(𝑺𝒊 − 𝑺𝒆)
=

𝑲𝒔

µ
𝒎𝒂𝒙

𝟏

𝑺𝒆
+  

𝟏

µ
𝑚𝑎𝑥

                                                                (𝟏𝟏) 

 

Experimental results were applied to Equations (11) in order to plot a graph. In this, graph XV/Q(Si-Se) was 

plotted against 1/Se 

 

Kincannon-Stover Model for ABR Treatment Cassava Wastewater 

From the regression equation: 𝒚 = 𝒎𝒙 + 𝒄   ≡ 𝒚 =  𝟎.𝟐𝟒𝟎𝒙 +  𝟏.𝟏𝟑𝟔 

 
𝟏

𝝁𝒎𝒂𝒙

= 𝒄 = 𝒊𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕;     𝝁𝒎𝒂𝒙 =  
𝟏

𝒄
=  

𝟏

𝟏.𝟏𝟑𝟔
= 𝟎.𝟖𝟖𝟎𝟑𝒎𝒈/𝑳.𝒅  

 
𝑲𝒔

𝝁𝒎𝒂𝒙

= 𝒎 = 𝒔𝒍𝒐𝒑𝒆; 𝑲𝒔 =   𝝁𝒎𝒂𝒙 ∗  𝒎 

𝑲𝒔 =  𝟎.𝟖𝟖𝟎𝟑 ∗  𝟎.𝟐𝟒𝟎 = 𝟎.𝟐𝟏𝟏𝟑𝑪𝑶𝑫/𝒎𝟑.𝒅𝒂𝒚  

Substituting µmax   and Ks into equation 8 gives: 𝑺𝒆 = 𝑺𝒊 −  
𝟎.𝟖𝟖𝟎𝟑𝑺𝒊

 𝟏𝟕+
𝑸𝑺𝒊
𝑽
 
 

 

Monod Model for ABR Treatment Cassava Wastewater 

From the regression equation: 𝒚 = 𝒎𝒙 + 𝒄 ≡ 𝒚 =  𝟎.𝟗𝟖 𝒙 +  𝟎.𝟎𝟏 
𝟏

µ
𝒎𝒂𝒙

= 𝒄 = 𝒊𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕; µ
𝒎𝒂𝒙

=  
𝟏

𝒄
=  

𝟏

𝟎.𝟎𝟏
= 𝟏𝟎𝟎𝒎𝒈/𝑳.𝒅  

𝑲𝒔

µ
𝑚𝑎𝑥

= 𝒎;  𝑲𝒔 =   𝑲 ∗  𝒎 

𝑲𝒔 =  𝟏𝟎𝟎 ∗  𝟎.𝟗𝟖 =  𝟗𝟖𝒎𝒈𝑪𝑶𝑫/𝑳.𝒅𝒂𝒚  

Substituting µmax and Ks into equation 8 gives: 𝒓𝑨  =   
𝒅𝒔

𝒅𝒕
=  

𝑸

𝑽
 𝑺𝒊 − 𝑺𝒆 =  

µ𝒎𝒂𝒙𝑿 𝑺𝒆

𝑲𝒔+ 𝑺𝒆
=  

𝟏𝟎𝟎 𝑿 𝑺𝒆

𝟗𝟖+ 𝑺𝒆
 

 

II. CONCLUSION 
The state-of-the-art in the field of ABR for treatment of wastewater is reviewed in this paper, based on 

a substantial number of relevant references published recently; it can be concluded that the ABR could be 

applied to treat various wastewaters with satisfactory results if integrated with proper technology. As a high-rate 

anaerobic reactor, ABR has considerable potential for wastewater treatment. By Kincannon-Stover model the 

reactor volume and effluent substrate concentration can be determined if the model constants are available. In 

the study, Kincannon-Stover model constants µ
𝑚𝑎𝑥

 and Ks, were found to be 0.8803𝑚𝑔/𝐿. 𝑑 𝑎𝑛𝑑 0.2113𝐶𝑂𝐷/

𝑚3 .𝑑𝑎𝑦 respectively and Monod Model constants µ
𝑚𝑎𝑥

and Ks, were found to be 100𝑚𝑔/𝐿.𝑑 𝑎𝑛𝑑 98𝑚𝑔𝐶𝑂𝐷 
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respectively.  The coefficient of determinations (R2) of Kincannon-Stover and Monod Models were evaluated as 

0.634 and 0.986.  This showed that the Monod model is a more applicable model for describing the kinetics of 

the organic removal in anaerobic baffled reactor for treating cassava wastewater. 

 

 
 

 

Figure 2: A Scatter Plot of  Inverse of Substrate Removal Rate (𝐲 =
𝐕

𝐐 (𝐒𝐢−𝐒𝐞)
 (/L.d/mg)) Versus Inverse of 

Total Loading Rate ( 𝐱 =
𝐕

𝐐 𝐒𝐢
  (L.d/mg)) ( Kincannon– Stover Mode)l 
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Figure 3: 𝐀 𝐒𝐜𝐚𝐭𝐭𝐞𝐫 𝐏𝐥𝐨𝐭 𝐨𝐟  𝐲 =
𝐗𝐕

𝐐 (𝐒𝐢−𝐒𝐞)
  (L.d/mg) Versus 𝐱 =  

𝟏

𝐒 𝐞
(L/ mg)  (Monod Model) 
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Abstract: The paper considers, the different multicasting routing protocols in wireless mobile Ad hoc network 

(MANET).An Ad hoc network is composed of mobile nodes without the presence of a wired support 

infrastructure .In this environment routing/multicasting protocols are faced with the challenge of producing 

multihop router under host mobility and band constraints. Various approaches and routing protocol have been 

proposed to address Ad hoc networking problems and multiple standardization effort within the Internet 

Engineering Task Force, along with academic and industrial research projects. 

In recent year, a number of new multicast protocols of different styles have been proposed for Ad hoc 

networks. Geocast Adaptive Mesh Environment for Routing [GAMER] is one which provides geocast 

communication in an Ad hoc network and it adapts to the correct network environment by dynamically 

changing the density of the mesh. Forwarding Group Multicast Protocol [FGMP] is based on the forward group 
concept and it dynamically refreshes the forward group member using a procedure to On-Demand routing. 

The relative strengths, weakness and applicability of each multicast protocol to diverse situations have 

considered and analyzed. Index Terms: FGMP Protocol, GAMER Protocol, MANETs, multicast, routing. 

An Ad hoc networks [1] [2], is a dynamically reconfigurable wireless network with no fixed 

infrastructure (or) central administration. Due to the limited radio propagation range of wireless devices, routers 

are often “multihop”. Applications such as disaster recovery, crowd control, search, rescue and automated 

battlefields are typical examples of where Ad hoc networks are deployed. Nodes in these networks more 

arbitrary thus network topology changes frequently and unpredictably. Moreover, bandwidth and battery power 

are limited. These constraints, in combination with the dynamic network topology make routing and 

multicasting in Ad hoc networks extremely challenging.  

Various multicast protocols have been newly proposed to perform multicasting in Ad hoc network. 
However, no operation study between them has yet been performed. The comparative analysis of Ad hoc unicast 

routing protocols has been reported. This paper gives a comparison study of two protocols with different 

characteristics: GAMER [3] and FGMP [4]. 

The rest of the paper is organized as follows. Section I presents an overview of the multicast protocols. 

The section II discusses the future enhancements, and concluding remarks are made in section III. 

. 

I. MULTICAST PROTOCOLS OPERATION REVIEW 
In this section, introduction to Ad hoc wireless multicast protocols operation is explained and then the 

basic operation procedures are described. 

 

A.GAMER (Geocast Adaptive Mesh Environment for Routing) 

GAMER goal is a geocast routing protocol is to deliver packets to a group of nodes that are within 

specified geographical area i.e the geocast region. An Ad hoc network is a set of wireless mobiles nodes (MN) 

that co-operatively form a network without specific user administration (or) configuration.  

 

GAMER details for Building the mesh 

While a source node in GAMER has geocast packets to transmit, a JOIN-DEMAND (JD) packet is 

periodically sent to the geocast region. GAMER uses JOIN-DEMAND packets, instead of conventional JOIN-
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REQUEST (JR) packets of multicast protocols, to insist that all MNs in the geocast region join the geocast 

group. In other words, the geocast group consists of all MNs that are within the geocast region; that is, GAMER 

provides geo-broadcasting instead of geo-multicasting. The GAMER protocol ensures that all reachable MNs in 

the geocast region receive each geocast packet transmitted. 

 

 
                                                Figure 1: Mesh created by FLOOD FA 

GAMER dynamically chooses (based on the current network environment) one of three different 

forwarding approaches (FAs) to forward JD packets to the geocast region. In one FA, JD packets are flooded 

throughout the entire Ad hoc network. This FA, which is similar to flooding the JR packets in ODMRP, is called 

FLOOD. An example of a mesh created by GAMER when using the FLOOD FA is illustrated in Figure 1. In the 
other two FAs, a forwarding zone is defined to reduce the area to flood the JD packets. In other words, only the 

MNs within the forwarding zone flood the JD packets. The other two forwarding approaches are called 

CORRIDOR FA and CONE FA. 

 

 
Figure 2: Mesh created CORRIDOR FA 

Figure 2, shows an example of a mesh created by GAMER when using the CORRIDOR FA. The 

CORRIDOR FA defines the forwarding zone as the area within two parallel lines convex to the geocast region. 

First, imagine a center point C in the geocast region. Then, imagine a line from the center of the source node S 

to C: Two of the edges in the forwarding zone defined by the CORRIDOR FA are the two parallel lines, which 

are parallel to the line between S and C; that cross the margins of the geocast region. The other two edges of the 
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forwarding zone defined by the CORRIDOR FA are perpendicular to the two parallel edges; one edge crosses S 

and the other edge crosses C: Thus, GAMER creates a rectangle forwarding zone when using the CORRIDOR 

FA. As Figure 1 and 2 illustrates, the forwarding zone of the CORRIDOR FA [5] is much smaller than the 

forwarding zone in the FLOOD FA which, therefore, creates a sparser mesh. 

 

 
Figure 3: Mesh created by CONE FA 

Figure 3, shows an example of a mesh created by GAMER when using the CONE FA. Compared to 

the CORRIDOR FA, the CONE FA restrains the size of the forwarding zone even further. The forwarding zone 

created by the CONE FA is the area enclosed by an angle whose vertex is the source node and whose sides are 

tangent to the geocast region. The forwarding zone created by the CONE FA is similar to the forwarding zone 

created in DREAM; one difference between the two is that the CONE FA does not have a minimum cone angle 
while the DREAM protocol has a 30% minimum cone angle. 

 

B.FGMP (Forwarding Group Multicast Protocol) 

The proposed FGMP scheme (first introduced in [6]) is reviewed here for completeness. FGMP keeps 

track not of links but of groups of nodes which participate in multicast packets forwarding. To each multicast 

group G is associated a forwarding group, FG. Any node in FG is in charge of forwarding (broadcast) multicast 

packets of G. That is, when a forwarding node (a node in FG) receives a multicast packet, it will broadcast this 

packet if it is not a duplicate. All neighbors can hear it, but only neighbors that are in FG will first determine if it 

is a duplicate and then broadcast it in turn 

.  

1. FG Maintenance via Receiver Advertising (FGMP-RA) 

One way to advertise the membership is to let each receiver periodically and globally flood its member 

information (join request) formatted as in Table 1. TTL limits the scope of flooding. Each sender maintains a 

member table as shown in Table 2. When a sender receives the join request from receiver members, it updates 

its member table. 

 

Table 1: Format of join_request/sender_info packet 

                                         

Expired receiver entries will be deleted from the member table. Non-sender nodes simply forward the 
request packet. After updating the member table, the sender creates from it the forwarding table FW shown in 

Table 3. Next hop on the shortest path to the receiver is obtained from preexisting routing tables. The 

forwarding table FW is broadcast by the sender to all neighbors; only neighbors listed in the next hop list (next 

hop neighbors) accept this forwarding table (although all neighbors can hear it). Each neighbor in the next hop 

list creates its forwarding table by extracting the entries where it is the next hop neighbor and again using the 
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preexisting routing table to find the next hops, etc. After the FW table is built, it is then broadcast again to 

neighbors and so on, until all receivers are reached.  

Table 2: Format of member table at the             Table 3: Format of forwarding/joining         

sender/receiver members                                                 table FW 

 

               

Note that FW is discarded after use. The member table on the other hand is permanent. The forwarding 
table FW propagation mechanism essentially activates all the nodes on the source tree rooted at the sender. 

These nodes become part of the FG. At each step nodes on the next hop neighbor list after receiving the 

forwarding table enable the forwarding flag and refresh the forwarding timer. Soft state dynamic reconfiguration 

provides the ability to adapt to a changing topology. 

Figure 4, shows an example of multicasting forwarding tables. Node 12 is the sender. Five nodes are 

forwarding nodes, FG = {4; 12; 16; 22; 25}, because they are in the next hop list. Only sender and internal 

nodes, in our case 12 and node 22, need to create a forwarding table (figure 4(a), (b)) and broadcast it. 

Forwarding nodes 4, 16, and 25 do not need to create their forwarding tables since they are “leaves”, i.e. all 

receiver members are immediate neighbors. When forwarding nodes receive new forwarding tables, their 

forwarding timers are refreshed; in absence of refreshes, the forwarding  flag will automatically time out and the 

forwarding node is deleted from FG. 

 

                                      
 

Figure 4: Example of forwarding tables for FGMP-RA 

 
2. FG Maintenance via Sender Advertising (FGMP-SA) 

Another way to advertise the membership is to let senders flood sender information. Sender advertising 

is more efficient than receiver advertising if the number of senders is less than the number of receivers. Most 

multicast applications belong to this category. Like in receiver advertising, senders periodically flood the sender 

information. Receivers will collect senders’ status,then periodically broadcast “joining tables” to create and 
maintain the forwarding group FG. The “joining table” has the same format as the “forwarding table” except 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  

 

Page 139 

that the joining table contains the sender IDs while the forwarding table contains receiver IDs. Forwarding flag 

and timer are set when a node receives the joining table. Forwarding group is maintained (soft state refresh) by 

the senders in receiver advertising scheme and by the receivers in sender advertising scheme.  

Member table and forwarding table size poses a scaling limitation when the multicast group grows to 

hundreds or even thousands of nodes. A possible solution (which we are currently exploring) is to dynamically 

(and randomly) elect a small set of”core” nodes which lie on the path between senders and receivers. These core 

nodes advertise (at a fairly low frequency) their presence, i.e., their ID, to all nodes. Senders and receivers alike 
send short join messages to each of the core nodes, activating the FG flag in all the nodes encountered along the 

path. The scheme scales well in both storage and channel O/H. It does not however guarantee shortest paths 

between all senders and receivers. It also introduces the additional complexity of core node elections. Then are 

evaluating some of this tradeoff in our current research.  

 

II. FUTURE ENHANCEMENTS 

As a future enhancement, an evaluation other version of GAMER that chooses the FA based on another 

network environment feature (e g the location of the source node to the Geocast region) can be considered. In 

addition, adding more features to GAMER, such as allowing the protocol to mark more efficient paths in the 
mesh as higher priority. When a path in the mesh fails, the MN’s local to the failure will attempt to fix the 

failure locally. At low speeds, the passive GAMER has lower control overhead and lower network –wide data 

load than the active GAMER. 

The FGMP in future defined Quality of service (Qos) extension for AODV to enable route 

establishment between nodes that have certain well defined traffic flow. The solution includes large membership 

size and methods for the integration of the multicast-On-Demand route search with existing On -Demand 

unicast routing protocol. 

 

III. CONCLUSION 

In the work, the performance of the Geocast adaptive mesh environment for Routing (GAMER) 

protocol has been investigated. GAMER dynamically chooses one of three forwarding approaches based on the 

current network environment by dynamically changing the density of the mesh. 

Thus, when nodes are highly mobile, a dense mesh is created ;when the nodes are moving slowly ,a 

spare mesh is created .Two version of  GAMER exist; the passive GAMER and the active GAMER. The active 

GAMER is more active in increasing the size of its forwarding zone than the passive GAMER. 

In FGMP novel approaches to wireless, Ad hoc multicasting is based on forwarding groups and On-

Demand routing. Preliminary simulation results show that the proposed scheme is much more robust to mobility 

than the forwarding group version based on a global routing structure. It also outperforms conventional tree 

based multicast schemes such as DVMRP and shared tree. The reasons for this superior performance must be 

sought in lower control overhead and in more agile recovery from path breakage. Storage scalability is also 

greatly enhanced by On-Demand routing, especially in large networks. 
. 
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 Abstract: Peephole optimization is a efficient and easy optimization technique used by compilers sometime 

called window or peephole is set of code  that replace one  sequence of instructions by another equivalent  set of 

instructions, but shorter, faster. Peephole optimization is traditionally done through String pattern matching that 

is using regular expression. There are some the techniques of peephole optimization like constant folding, 

Strength reduction, null sequences, combine operation, algebraic laws, special case instructions, address mode 

operations. 

The peephole optimization is applied to several parts or section of program or code so main question is 

where to apply it before compilation, on the intermediate code or after compilation of the code .The aim of this 

dissertation to show the current state of peephole optimization and how apply it to the IR (Intermediate 

Representation) code that is generated by any programming language. 

 

Keywords:  Compiler, peephole, Intermediate code, code generation, PO (peephole optimization) 

 

I. INTRODUCTION 

 Compilers take a source code as input, and   typically produce semantically correspondent target 

machine instructions as output. A compiler (or a language translator) performs two operations: analysis and 

synthesis. The analysis phase determines the meaning of the source text, and the synthesis phase creates an 

equivalent program in a different language. 

In the case of compilers, automatic generation of language translation tools requires and facilitates 

understanding of language translation. Syntactic analysis especially is well understood, encompasses a sizeable 

formal literature, and is habitually done mechanically by programs like yacc and lex. 

A common method for implementing a group of languages on a collection of machines is to have one front end 

per language and one back end per machine. Each front end translates from its source language to a common 
intermediate code, called an UNCOL, and each back end translates from the common intermediate code to a 

specific target machine's assembly language. 

 

 
Fig 1: Compiler Process 

Thus a "compiler" consists of a front end, a back end, and possibly programs that optimize the 
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intermediate code. When this model has been adopted, adding a new language or new machine only requires 

writing one new program (front end or back end) to maintain the property that all languages are available on all 

machines. 

The question of where to perform the optimization arises. There are three theoretical possibilities: 

1.   in the front ends; 

2.   on the intermediate code; 

3.   in the back ends. 

If the first option is chosen, many common optimizations will have to be programmed into each front 

end, increasing development effort. 
Similarly, putting the optimizations in the back ends will also require a duplication of effort. 

Though, any optimizations that can be performed on the intermediate code itself only need be done once, with 

the results being applicable to all front ends and all machines being used. 

The compiler’s task is to provide the translation. An ‘optimal translation’ would ideally require minimal CPU 

time and memory.  

This is usually not possible. But optimizing compilers can approach this by improving generated code 

with various techniques. Therefore, code optimization aims at producing more proficient, faster, and shorter 

code without changing its effects.  

The problem with naive code generation is that resulting code often contains redundancies when 

juxtaposed. These can easily be reduced with an effective optimization technique – peephole optimization.  

The peephole optimizer is repeatedly passed over the Modified assembly code, performing optimizations until 

no further changes are possible. 
Peephole optimization is an effective technique for locally improving the target code. small sequences 

of target code instructions are examined and replacement by faster sequences wherever possible.Common 

techniques applied in peephole optimization. 

 

 
Fig 2:  Optimization Level 

 

1) Constant Folding 

2) Strength Reduction 

3) Null sequences 

4) Combine Operations 

5) Algebraic Laws 

6) Special Case Instructions 

7) Address Mode Operations 

8) Copy Propagation 

 

II. STRATEGIES 
In peephole optimization technique, this part presents a formal analysis of the pattern matching strategies that 

have been implemented 

 

1.1Strategy Part 
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Fig 3: Peephole optimization as information processing problem 

 

The main focus of this work is the strategy part shown in Fig 3, which is divided into two parts: 

 

1.1.1 Pattern matching strategy:  
This component particularly deals with the nature of the application of a single optimization rule to the 

input Matching strategies that have been Implemented in this work is the more primitive declarative, regular 

Expressions-based matching strategy, and a more abstract, object-oriented generic matching strategy. 

 

1.1.2 Rule application strategy:  

For this component, the grouping and ordering of the rules is analyzed as for a certain aim. In the 

implementation, the backwards strategy has been employed for both the regular expressions strategy and the 

generic matching strategy. The general matching policy has been extended with the ability to cascade rules, i.e. 

to control a number of rule application sequences. 

 

III. CODE GENERATION STRETEGY 

In order to understand the significance of the optimizations, it is necessary to understand something 

about typical code sequences produced by front ends for EM.  

The traditional way to generate good code for commonly occurring statements is to build a myriad of 

special cases into all the front ends. For example, the statement N := N + 1 occurs often in many programs; so 

EM has a special INCREMENT VARIABLE instruction.  

The normal approach would be to have the front end check all assignments to see if they can use this 

instruction. It is our belief that this approach is a mistake and that recognition and replacement of important 

instruction sequences should be done by the optimizer. 

In fact, our basic intermediate file optimizer performs only this kind of peephole optimization; data 
flow and other optimizations can and should be done by other programs, cascading them in the manner of UNIX 

filters. 

Coming back to the case of assignment statements, in general, assignment statements can be hard, such 

as A[I + 1].FIELD1 := B[J * K].FIELD2[M] 

Although such statements measure rare, front ends should be ready to handle them consequently, the 

common strategy used by our front ends is to judge the address of the right-hand side, shove this address onto 

the stack, and then do a LOAD INDIRECT n instruction, which fetch the address through pop the address  and 

pushes the n bite-long object starting at the address.  

After that, the address of the left-hand part is also evaluated and pushed onto the stack, and then a 

STORE INDIRECT n instruction, which fetches the intented address and n-byte object from the stack and 

performs the store operation, is executed.  

There are many special cases of the assignment statement that can be optimized, but the front ends 
ignore most of them, leaving the work to the optimizer. 

Next to assignment statements, if statements are most common. Statements of the form if A = B then. 

Occur far more frequently than other types; so the obvious EM code sequence consists of instructions to push A 

and B onto the stack followed by a BNE instruction, which pops 2 operands and branches to the else part if they 

are unequal.  

At first look it might appear that six Bxx directions would be required within the EM architecture, for 
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xx = EQ, NE, LT, LE, GT, and GE, but fact is that many more are needed, since a entire set is needed for single-

precision integers, pointers,floating-point numbers, double precision integers, unsigned integers,  sets, etc.  

To avoid this large number, EM has one compare instruction for each data type   that pops two 

operands and replaces them with a -1, 0, or +1, depending on whether the first is greater than, equal or less than 

the second.  

Then there are six Txx instructions for replacing this number with true (represented by 1) or false 

(represented by 0), it is based on the relational operator.  

 

IV. OPTIMIZATION PATTERNS 

The optimizer is driven by a pattern/substitute table consisting of a collection of lines. Each line 

contains a pattern part and a replacement part. A pattern or substitute part is composed of a consecutive 

sequence of EM instructions, all of which designate an opcode and some of which designate an operand. (By 

design, no EM instruction has more than one operand.) 

The operands can be constants, references to other operands within the line, or expressions involving both 

Pattern Replacement 

 

(1) LOV A INC STV A ~ INV A 

(2) LOV A LOV A + 2 ~ LDV A 
(3) LOC A NEG ~ LOC –A 

 

It often occurs that the output of one optimization produces a pattern that itself can be optimized. In 

reality, this principle has been extensively used in the design of the optimization table to reduce its size. By 

repeating the matching process until no more matches can be found, patterns much longer than the longest 

optimization table entry can ultimately be replaced. After a replacement, the code pointer is moved back a 

distance equal to the longest pattern to make sure that no newly created matches are missed. 

 

V. MEASURED RESULT 

To measure the effect of the peephole optimizer, we have run two tests. In the first we compared the 

number of machine instructions in each optimized EM program with the number in the unoptimized EM 

program. Thus, for each program we have a number between 0.00 and 1.00 giving the number of instructions in 

the optimized program as a fraction of the original. This metric was chosen since it is independent of both the 

source language and the target machine and directly measures what the optimizer primarily attempts to do, 

namely, eliminate EM instructions. This metric can also be protected on theoretical grounds. EM code is really 

just glorified reverse Polish, in other words, the parse tree linearized into postfix order. Removal of an EM 

instruction typically corresponds to a removal of a node in the parse tree. Since object code size is typically 

proportional to parse tree size, such elimination normally has a straight impact on the final object code size. The 

dimensions presented below bear this out. 

The occurrence frequencies per 1000 optimizations are shown in Table III which is labeled column 

EM. The median saving is 16 percent: one in six EM instructions is eliminated. The second test consisted of 
translating the optimized and unoptimized EM code into PDP-11 object code and comparing the number of 

bytes produced in each case. These results are given in Table III in the column labeled PDP-11. 

The median reduction in the object code is 14 percent, close to the EM result. This closeness suggests that 

nearly all the EM optimizations are indeed reflected in the final object code. In 2 test programs, the optimized 

PDP-11 code was increased by 2 percent over the unoptimized code due to optimization 50; this was traced to a 

design error in the (original) EM to PDP-11 back end. (With the optimization the operands were actually 

stacked, whereas without it they were not.) This fault can merely be fixed, however. 

On the basis of these results, we believe peep holing the intermediate code to be worthwhile, since the 

optimizer need only be written once, for all languages and every machines, and it in no way inhibits extra, more 

sophisticated optimizers, e1ither on the source code, on the EM code, or on the target code. Moreover, the 

peephole optimizer is fast: 1140 EM instructions per CPU second on a PDP-11/ 45 excluding certain overhead 
not related to peephole optimization and 650 instructions per CPU second including all overhead. This speed 

was achieved without any special effort to tune the program.  

It could easily be made faster still by hashing the pattern table instead of examining all patterns starting with the 

current op code 

 

TABLE 4:  DISTRIBUTION OF AMOUNT OF REDUCTION IN SIZE 
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VI. SUGGESTED RESEARCH SCHOP 

 Further suggestions for interesting extensions and improvements: 

 

5.1 Labels table:  
Since the labels table has proven to be useful, it should be utilized more. The current implementation of 

the look ahead matching procedure using the labels table covers two cases only. 
These should be extended and more should be added. Then, as generic matching is currently employed at level 1 

only, ‘deeper’ generic matching by means of the labels table might help finding complex structures like chains 

of jump instructions and label definitions, or other constructions. 

Since this ‘table’ approach is a good way of accessing information quickly, another extension might consist of 

researching other constructs than jump instructions and label definitions for which a table might be useful. The 

aim here is to do more intelligent matching. 

 

5.2 Extended generic strategy:  
Basic improvements can be made concerning the maintenance of the options. For more challenging 

improvements first the look-ahead behavior should be analyzed closer with a  good rules set and suitable test 

files. An extension might then attempt to automatically find the best look-ahead setting (or cascade) for the 
given assembly input before applying it. This would be a ‘cascade of rule sequences’ 

. 

5.3 New strategies: 

  The analysis of pattern matching strategies does not end with the generic ones. Other rule application 

and pattern matching strategies might be explored: it would be particularly interesting to combine generic 

matching with AI methods as a next step. 
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Abstract: The integration of Information and communication technology (ICT) in Moroccan schools forms one 

of the strategic levers of Ministry of National Education (MNE) to improve the quality of teaching and learning. 

Thus, the training teacher actions to the use of ICT in the classroom, the creation of institutional structures and 

the introduction of incentives for innovation in ICT accounted for the actions taken by the MNE to support 

teachers and help them to appropriate ICT tools and using them in their courses. Some teachers have more or 

less successful betting. This observation led us to question ourselves about the integration process of ICT which 

enabled them to distinguish themselves from the masses. The laid hypothesis is that the ICTs appropriation and 

their use in teaching practices is the result of a process that is located on a continuum ranging from non-use of 

ICT in their regular use. 

 

Keywords:  ICT, appropriation, innovation, ICT integration, innovative teachers 

 

I. INTRODUCTION  

The ICT enter the world of education and work. Their use requires knowledge, new skills and therefore 

the development of other routines in teaching and learning. Consequently, needed efforts are to deploy training 

capable persons to raise the innovation challenge that can negotiate the turn of the desired change.  

Thus, the Moroccan Educational System has focused on ICT for its potential benefit teaching and learning in 

order to make learning more attractive and to develop skills in information literacy and its modes of access and 

treatment. Therefore, the strategy of the Education Ministry, regarding the introduction of ICT at schools in 

particular, has focused on three different axes but complementary. It is the training, equipment and digital 

content. We mainly devoted this study from the latter axis representing the interest part in the action of teaching 

and learning. 

 

II. PROBLEMATIC  
If it’s currently acquired, especially with Web 2.0, that the digital contents are accessed via the Internet 

and in large quantities, it does not remain less than their quality and adaptability are not always satisfactory and 

their integration is very slow [1]. Most teachers who use the Internet for pedagogical purposes, when they find 

resources, do not use them in class, these resources are in French or English and often incompatible with the 

Moroccan program. The teachers need to have available digital resources that are consistent with the learning  

objectives and consistent with the curriculum and existing programs. Then, the Ministry of National 

Education has initiated two actions: 

The first consists of the creation of digital laboratory resources whose mission is the acquisition of 
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digital resources through private providers in international and national level. 

The second encourages teachers to the production of digital content in the various disciplines and the 

best projects are awarded each year through a national competition called "Innovatice".     

Only, it was found that during the seven years of the competition, the participation of teachers is very 

limited in terms of their workforce (more than three hundred thousand teachers). This leads us to the following 

question: Why some teachers do innovate teaching practices through ICT and other do not? The assumption is 

that the appropriation of ICT in teaching practice is the result of an integration process of ICT on a continuum 
ranging from non-use to a regular use one.  

 

III. CONCEPTUAL FRAMEWORK  
3.1 The concept of ICT integration 

In Education, several studies have approached the phenomenon of the ICT integration at schools to 

study the role of ICT tools in teaching and learning, and analyze the process of their integration into practice 

teachings [2-3-4]. 

Thus, the concept of ICT integration has been associated with various meanings, including that we 

found in [2] and for the continuous and regular use of ICT tools in the classroom by teachers than by students. 

Dias (quoted in [2]) suggests, in addition to regular use, the context that will encourage active learning and 
support teaching. 

Moreover, some studies have dealt with the integration of ICT in terms of change induced by 

technological innovations. Thus, the integration of ICT was considered as the process of realizing the changing 

levels of ICT use in personal, professional and educational practice of teachers [5-2-3]. 

 

3.2 The concept of appropriation 

When the appropriation concept is associated with ICT, it has a positive connotation in the literature, 

because it is generally desirable to try appropriating ICT to make of it the best possible use. However, if the 

positive appropriation connotation of ICT does not seem uncontroversial, a common definition of the concept is 

far from being achieved. 

Some define it as the result of a process, for example, Proulx [7-8-9], who considers appropriation as 
the result of a sequential process, requiring as Breton and Proulx, meeting three social conditions: to appropriate 

for a technical object, the individual must actually demonstrate a minimum technical and cognitive mastery of 

this tool. This mastery will creatively incorporate its current practices. In addition, the appropriation must give 

rise to opportunities for diversion, reinventions and direct contributions from users in the design. 

While other researchers consider the appropriation as the process itself, for example, De Vaujany 

considers appropriation as a long process that begins long before the use phase of the technical object and 

continues after for a long time "first routinization use." [10].So he divided the appropriation process in three 

phases:  "Pre-appropriation" which refers to the initial discussions on the evocation of a technical object, 

followed by the phase of "original appropriation" where multiple socio-political processes and psycho cognitive 

are active in the organization, with emergence possibility of a strained relationship, then mitigated by the 

introduction of new routines, and finally, the final phase of the process with final installation routines.      
 

IV. METHODOLOGY  
The theoretical framework has distinguished a number of stages in the integration of ICT from non-use to the 

exemplary and routine use [5-2-6]. Thus, it is possible to broadly categorize teachers' practices in relation to the 

levels of ICT integration. Here, the purpose of this study is to determine what level of integration are the 

Moroccan teachers with respect to innovative uses of ICT.  

We opted for the qualitative analysis of ICT use in connection with the innovative practices of teachers to 

highlight information that shows how ICT is used by innovative teachers. The interview technique was used as a 

tool for data collection. 
              

4.1 Search tool: the interview 

We chose to use the interview, because it is a way for the researcher to obtain the information that 

appears elsewhere [11]. For Mayer and Ouellet [12] "We speak of semi-directive interview when the researcher 

uses an interview guide that allows to focus on some of the narrators about limited topics by the research object" 

(p.456). For this, we developed an interview guide for innovative teachers. The choice of the semi-directive 

interview seem the best suited to the exploration of respondents' reports with predefined themes in the interview 

guide. 
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4.2 Context and Sample constitution 

Inspired by the work of Raby [2] on the ICT exemplary integration to primary school teachers, we 

selected a sample of teachers who received awards contest "Innovatice" to maintain their relationship with ICT, 

their path in the use of technology in the classroom, personal, social and professional factors which enabled 

them to succeed and to collect their views on how to integrate ICT in teaching. 

The identification of innovative teachers was facilitated by our professional position and our network contacts 

within the Innovative Teachers Association and at the level of central service dealing with contest.   

 

4.3 Brief overview of “Innovatice 

The project "Innovatice" is the Moroccan version of the program "Innovative Teachers" that Microsoft 

worldwide launched. As part of this program, it is organized every year and for each country "Innovative 

Teachers Forum" known in Morocco under the same name "Innovative Teachers Forum". In the context of 

educational reform and the emergency program, the Ministry of National Education and Microsoft organize the 

annual Innovative Teachers Forum. This is a national competition of innovative projects in the use of 

information and communication technology in education. This contest is open to all teachers who have realized 

pedagogical projects aimed at improving the quality of their teaching. It has as an objective to "Strengthen the 

capacity of human resources working in the education sector, particularly teachers, to encourage teachers to 

embrace a conductive attitude to innovation. Assist teachers with ICT skills to better prepare their students. “ 

The first forum was held in 2005 and since them a hundred teachers from elementary, middle and high 
schools participate yearly in the competition by submitting their ICT projects to a national committee that 

chooses the best. The table below shows the evolution of the participation level of 16 Regional Academies for 

Education and Training (RAET). The National Center of Educational Innovation and Experimentation (NCEIE) 

recorded that the winning projects for all disciplines concerns Arabic, Physics-Chemistry, Mathematics and 

French. 

 

 
 

On the six editions that account the forum to its credit, 71 teachers were awarded. According to NCEIE 

sources, the number of participants is a little higher among primary school teachers and the participation of 

female teachers is far below than that of male teachers. Winners share on all RAET and the event history clearly 
shows that some RAET are more present than others and their share award is higher. 

 

4.4 Constitution Sample 

We used the randomly probabilistic sampling technique since we have the list of the award-winning 

teachers. "The use of this sampling probabilistic technique cannot be done if the researcher has a list of all the 

units of the parent population and each unit is numbered." [13], (p: 217). Thus, using this technique, we ended 

up with the following sample: 
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The individual interviews were conducted depending on the participants’ availability that we contacted 

in advance regarding the appointment, sending the interview guide and agree with the communication tool to 

use during the interview. On our proposal, the teachers agreed that we use the tool of the audio conference 

«SKYPE" allowing to converse by text and phone. The duration of each interview was 30 min. 

The interview guide questions the variables of our research related to the ratio of innovative teachers to 

ICT, their careers in ICT, personal experience, professional and pedagogical use of ICT in life, at school and 

especially in the classroom and their perception of ICT role in the teaching and necessary conditions for their 
integration in pedagogical practice 

. 

4.5 Methodology Limits 

The study we conducted took place with teachers that are interested in ICT issues. Among these earned 

teachers due to the use of ICT in the classroom, we went to see teachers who are recognized by the Ministry as 

good example user of ICT. Thus, the selected population is characterized by its willingness to integrate ICT into 

their practice; commitment and involvement of teachers facilitated the work of the researcher, and prevents the 

investigation to be biased by contextual considerations.  

Another weakness relative to the data collection is related to the credibility of the provided information 

by respondents; some may just answer to satisfy us. Note, however, that a sample of seven innovative teachers 

only for interviews from a larger population implies limitations to the result generalization. 

Lexica has facilitated the work of selection, coding, annotations, grouping and comparing data. Some 
functionalities have been of a great help in individual analyzes and comparisons of this research. 

Thus, in the light of the literature requirements, the process of content analysis first focused on the 

transcripts of interviews Verbatim data [14-15] and reading the Verbatim several times, attention has been paid 

to this point especially on the clear and explicit aspect of content of the interviews in terms of our framework 

[16]. 

 

V. RESULTS   
5.1 Participant profiles 

The innovative teachers being accepted to participate in the survey are seven, two women and five 
men, their average age is 35, the youngest is 28 years old and the older is 56. They are experienced (at least 6 

years teaching) and represent the three levels of education (3 of elementary, 2 of secondary school and 2 of high 

school). All participants have a university degree and have completed initial training preparing for the teaching 

profession and continuous training on the pedagogical use of ICT. All were awarded for their production of 

digital resources (application, tutorial, scenario ICT). 

 

5.2 ICT Integration Context    

Professional context 

7 Innovative teachers practice in urban schools in which the average class size is 34 students. Students 

have the opportunity to exploit the hardware (fixed SMM, mobile MMS and IWB) at least once a week. The 

majority of participants have the administrative and pedagogical support to develop the use of ICT in teaching 
and to share expertise techno-pedagogical between teachers. 

 

Technological Context 

All innovative teachers have their own laptops and Internet connection at home. Schools where they work are 

also equipped with fixed multimedia classrooms (7 schools), IWB (4 schools) and mobile multimedia 

classrooms (2 schools). All classrooms are connected to the Internet. So, the 7 Innovative Teachers operate in a 

personal and professional environment marked by the presence of technologies they can use in their work either 

inside or outside school and thus have more time access to ICT. 

 

5.3 Place of ICT in teachers practices                                                                                                                              

5.3.1 Personal practices of ICT 

It is understood by the ICT personal practices, all activities that the teacher leads outside school, on 
personal time using ICTs to realize those activities. Thus, it is possible to quote homework when the teacher 

uses ICT to communicate with others, seeks information and produces personal documents (home financial 

management, pays bills online, shopping on commercial sites ...). 

The seven participants felt that personal use of ICT is an inescapable reality dictated by the demands of today's 

society. They believe that ICTs are now a part of the social landscape of individuals and communities. 
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Invested time 

Encountered innovative teachers affect an average of two hours per day for personal use of ICT. 

Without exception, the seven participants reported regular use of ICT outside the school. Encouraged in this by 

the spread of Wi-Fi in cafes in most urban areas. Thus, teachers have the opportunity to use ICT in public areas 

(cafes, libraries...) are more likely to provide access points to the network. At home, the operating time is 

proportional to the number of activities and their nature. In addition to personal activities listed above, the 

teacher is sometimes forced to use ICT to review with his children, help them to provide evidence or support in 
the effective use of research tools, treatment or storage.  

It is obvious that the invested time in the personal use of ICT is growing under the leadership of social 

environments that give to the citizen the means of access to ICT, in addition to the fact that the teachers’ houses 

are increasingly equipped with computer and internet. 

  

Levels of ICT personal practices  

The data analysis revealed that the interviewed teachers justify a long experience in personal use of 

ICT (minimum 6 years). 4 teachers have begun to use innovative ICT before they integrate professional life. For 

two of them, the interest in ICT began at the university. The other two teachers state that the first contact with 

ICT has been in a personal use. 

The analysis showed that the motivations behind ICT personal practices of 4 teachers are different. 

Thus, if the curiosity motivated one of them, the second was motivated by the discovery need. So the need for 
development has motive the two other teachers. 

Considering of the experience of teachers in ICT, they all have gone through all stages of ICT 

integration process. The regular use of ICT in personal practices of the seven teachers put them in the stage of 

appropriation-routinization [5]. Indeed, this use shows that these teachers have the technical mastery and 

frequent use in daily life. 

 

5.3.2 ICT Professional Practices  

It is good to recall that the ICT professional practices refers to the use of ICT tools in information and 

communication activities, documentary research, production and storage of documents for professional 

purposes. 

It stands out the results of the data analysis that three teachers on seven had their first contact with ICT in a 
professional setting. The trigger point was the ICT training they attended. 

 

Levels of ICT Professional Practice  

Some teachers have gone directly to the stage of "motivation to stage of appropriation-routinization." 

Lack of familiarization stage in four teachers is explained by the fact that they all started to use ICT before they 

integrate teaching. Remaining three, with no personal experience of ICT, they began to take an interest in ICT in 

professional practice; their practices have evolved step by step to arrive at the current appropriation-

routinization. 

The seven teachers used ICT in different ways. All have used ICT to communicate with colleagues, 

administrators and with students, to plan courses to prepare pedagogical materials, to find information on 

professional topics and manage student assessment. 

As the seven teachers were awarded in the national competition "Innovatice", they believe that their 
consecration is recognition of MNE of their ICT use skills. Asked about their feelings after the competition 

results, the majority of them highlight aspects of personal development and improving self-image. 

The award-winning productions of innovative teachers indicate a desire to improve teaching practices 

by exploiting the ICT potential. If the tools are diversified and contents differ from one teacher to the other, the 

goal remains common and shared: the adoption of the posture of reflexive teacher changing its personal practice 

to the light of changes observed and takes advantage of the technological context to bring more value to our 

professional services. This goal was realized through websites, pedagogical scenarios and simulation 

applications or interactive exercises. We will quote some examples below: 

The first example is an educational site for Mathematics activities offering activities of support online 

and outside school hours. It also includes information for teachers and some practices for sharing. 

Three other teachers have also developed websites; 2 sites for each disciplinary learning Amazigh and the other 
for arts education (music). 

The third deals with pedagogical and technological content that might interest the teachers. 

A female primary school teacher preferred to work on the production of a pedagogical scenario dealing with the 
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integration of ICT in the course of scientific openness. 

And production of a different nature were realized, it was simulation of physical phenomena, or interactive 

exercises in electronics. 

 

VI. CONCLUSION 
Teachers who have better integrated ICT tools in their teaching practice are often teachers who have 

completed one or more training on the use of ICT. Motivated, and having a direct and permanent access to ICT 

(school, home ...) innovative teachers have become producers of quality digital resources. Thus, it is clear that 

the right technical level of teachers is the result of a process of ICT appropriation which has enabled them to run 

frequent and regular use of technology in personal and professional practices. 

The results of the study have also shown that the levels of ICT integration in teaching practices vary 

depending on whether they are personal, professional and pedagogical. In other words, teachers use ICT more 

regularly especially in personal practices and have a great mastery of the software and related applications 

(digital photos, business transaction, personal blog ...). 
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Abstract:  In recent years, there has been a marked increase in the interest in use of biodegradable materials in 

packaging. The principal function of packaging is protection and preservation of food from external 

contamination. This function involves retardation of deterioration, extension of shelf life, and maintenance of 

quality and safety of packaged food. Biodegradable polymers are the one which fulfill all these functions 

without causing any threat to the environment. The belief is that biodegradable polymer materials will reduce 

the need for synthetic polymer production (thus reducing pollution) at a low cost, thereby producing a positive 
effect both environmentally and economically. 

 

Keywords:  Biodegradable · Deterioration · Shelf life · Synthetic polymer 

 

I. INTRODUCTION 
As well known, synthetic polymer materials have been widely used in every field of human activity 

during the last decades. These artificial macromolecular substances are usually originating from petroleum and 

most of the conventional ones are regarded as non-degradable. However, the petroleum resources are limited 

and the blooming use of non-biodegradable polymers has caused serious environmental problems. In addition, 

the non-biodegradable polymers are not suitable for temporary use such as sutures. Thus, the polymer materials 

which are degradable and/or biodegradable have being paid more and more attention since 1970s.Food is the 

necessity of our day to day life. Now a day’s most of the food items are packed. In everyday life, packaging is 
an important area where biodegradable polymers can be used. The primary factors driving development of the 

biodegradable packaging market include the increase in crude oil prices, which has narrowed the price 

differential; consumer demand; the proliferation of convenience packaging; development of new applications 

for bioplastics; increased economic viability as production ramps up and unit costs decrease, and development 

of the composting infrastructure for optimal disposal of bioplastic products. Even so, consumer demand for 

products that are environmentally friendly, safer and nontoxic, as well as, a currently favorable economic 

scenario leads to the conclusion that biodegradable packaging products will become increasingly popular. 

                 In order to reduce the volume of waste, biodegradable polymers are often used. Besides their 

biodegradability, biopolymers have other characteristics as air permeability, low temperature sealability, 

availability and low price. Several biopolymers such as starch, cellulose, chitosan, PLA, PCL, PHB etc. are used 

for packaging purposes. The current trend in food packaging is the use of blends of different biopolymers like 

starch-PLA blends, starch-PCL blends etc. Bottles, jars, vials; drums, pails, cans, barrels, buckets; caps, 
closures, aerosol parts, packaging films, food containers , disposable cups; coating for all types of packaging, 

packaging bags, household and institutional refuse bags and film; boxes and baskets etc. are being manufactured 

by using biodegradable polymers. Many companies like Novamont, BASF, Biomer, National starch, DuPont 

etc. are producing biopolymers. 

 

What are Polymers? 

Polymer materials are solid, non-metallic compounds of high molecular weights (Callister 1999). They 

are comprised of repeating macromolecules, and have varying characteristics depending upon their composition. 

Each macromolecule that comprises a polymeric material is known as a mer unit. A single mer is called a 

monomer, while repeating mer units are known as polymers. A variety of materials (both renewable and non-

renewable) are employed as feedstock sources for modern plastic materials. Plastics that are formed from non-
renewable feedstocks are generally petroleum based, and reinforced by glass or carbon fibers (Williams et al. 
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2000). Renewable resource feedstocks include microbial-grown polymers and those extracted from starch. It is 

possible to reinforce such materials with natural fibers, from plants such as flax, jute, hemp, and other cellulose 

sources (Bismarck et al. 2002). 

 

What are Biopolymers? 

Biopolymers are long chain compounds made up of long chain molecule subunits. A biopolymer is any 

organic polymer. Biopolymers have been around for billions of years longer than synthetic polymers like 

plastics. Well 

Known biopolymers include starch, proteins and peptides, DNA, and RNA. Together these make up 
much of our bodies and the majority of the biosphere. These are biodegradable, ecofriendly and are obtained 

from natural sources. 

Biopolymers are polymers that are generated from renewable natural sources, are often biodegradable, 

and not toxic to produce. They can be produced by biological systems (i.e. micro-organisms, plants and 

animals), or chemically synthesized from biological starting materials (e.g. sugars, starch, natural fats or oils, 

etc.).Biopolymers are an alternative to petroleum-based polymers (traditional plastics). 

 

Origin and description of biobased polymers 

             Biobased polymers may be divided into three main categories based on their origin and production: 

Category 1: Polymers directly extracted/removed from biomass. Examples are polysaccharides such as starch 

and cellulose and proteins like casein and gluten. 

 
Category 2: Polymers produced by classical chemical synthesis using renewable biobased monomers. A good 

example is polylactic acid, a biopolyester polymerized from lactic acid monomers. The monomers themselves 

may be produced via fermentation of carbohydrate feedstock. 

 

Category 3: Polymers produced by microorganisms or genetically modified bacteria. To date, this group of 

biobased polymers consists mainly of the polyhydroxyalkonoates, but developments with bacterial cellulose are 

in progress. 

 

The three categories are presented in schematic form in Figure.1 below: 

 

                                                                                  Biobased Polymers 
 

            Directly extracted                                                        classically synthesized from                  Polymers 

produced                  

            from biomass                                                                bioderived monomers                          directly from 

enzymes 

 

Polysaccharides                  Proteins                     Lipids                     Polylactides                                            

PHA 

 

     Starch                 Animals           Plant            Cross-                                                                                

Bacterial cellulose                                                                                 

     Potato                Casein              Zein              linked                        other                                           
     Maize                 Whey               Soya             triglyce-                    Polyester 

     Wheat                Collagen/        Gluten          ride   

       Rice                  Gelatin 

  Derivatives 

                                         Cellulose                           Gums                                     Chitosan/ 

                                         Cotton                               Guar                                       Chitin 

                                         Wood                                 Locust bean 

                                         Other                                 Alignates 

                                         Derivatives                       Carrageenan 

                                                                                    Pectin’s 

                                                                                    Derivatives 
 

(Figure.1: Categories of biopolymers) 

 

http://www.wisegeek.com/what-are-polymers.htm
http://www.wisegeek.com/what-is-dna.htm
http://www.wisegeek.com/what-is-rna.htm
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Starch 

Starch is a well–known hydrocolloid biopolymer. It is a low cost polysaccharide, abundantly available 

and one of the cheapest biodegradable polymers. 

 
 

(Figure.2 : Molecular structure of starch) 

 

Starch is produced by agricultural plants in the form of granules, which are hydrophilic. Starch is 

mainly extracted from potatoes, corn, wheat and rice. It is composed of amylose (poly-α-1, 4-D-
glucopyranoside), a linear and crystalline polymer and amylopectin (poly-α-1, 4-Dglucopyranoside and α-1, 6-

D-glucopyranoside), a branched and amorphous polymer. Starch has different proportions of amylose and 

amylopectin ranging from about 10–20% amylase and 80–90% amylopectin depending on the source. Amylose 

is soluble in water and forms a helical structure. The relative amounts and molar masses of amylose and 

amylopectin vary with the starch source, yielding to materials of different mechanical properties and 

biodegradability (Fredrikson et al. 1998, Ratnayake et al. 2001). As the amylose content of starch increases, the 

elongation and strength increase too. The stability of starch under stress is not high. The glucoside links start to 

break at 150 °C and above 250 °C the granules collapse. Retrogradation, i.e. reorganization of hydrogen bonds, 

is observed at low temperatures, during cooling. In its applications starch can be mixed, kept intact, and used in 

various resins as a filler or melt for blending compounds. In the former form, fillers are starch whiskers used 

with polymer resins. 
Starch is usually used as a thermoplastic. It is plasticized through destructuration in presence of specific 

amounts of water or plasticizers and heat and then it is extruded.  Thermoplastic starch (TPS) has a high 

sensitivity to humidity. Thermal properties of TPS have been shown to be more influenced by the content of 

water than the starch molecular weight. TPS thus obtained is almost amorphous. Biodegradation of starch is 

achieved via hydrolysis at the acetal link by enzymes (Chandra and Rustgi 1998, Claus 2000). The α-1, 4 link is 

attacked by amylases while glucosidases attack the α-1, 6 link. The degradation products are non toxic. 

 

Polylactic acid 

PLA is usually obtained from polycondensation of D- or L-lactic acid or from ring opening 

polymerization of lactide, a cyclic dimer of lactic acid. Two optical forms exist: D-lactide and L-lactide. The 

natural isomer is L-lactide and the synthetic blend is DL-lactide. Other different synthetic methods have been 

studied too. PLA is a hydrophobic polymer due to the presence of –CH3 side groups. It is more resistant to 
hydrolysis than PGA because of the steric shielding effect of the methyl side groups. The typical glass transition 

temperature for representative commercial PLA is 63.8 °C, the elongation at break is 30.7% and the tensile 

strength is 32.22 MPa (Briassoulis 2004). Regulation of the physical properties and biodegradability of PLA can 

be achieved by employing a hydroxy acids co monomer component or by racemization of D- and L- isomers 

(Sodegard and Stolt 2002). A semi-crystalline polymer (PLLA) (crystallinity about 37%) is obtained from L-

lactide whereas poly (DL-lactide) (PDLLA) is an amorphous polymer (Vert 2002). Their mechanical properties 

are different as are their degradation times (Auras et al. 2004). PLLA is a hard, transparent polymer with an 

elongation at break of 85%-105% and a tensile strength of 45-70 MPa. It has a melting point of 170-180 °C and 
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a glass transition temperature of 53 °C (Mochizuki and Hirami 1997). PDLLA has no melting point and a Tg 

around 55 °C. It shows much lower tensile strength (Rutot and Dubois 2004).  

               PLA has disadvantages of brittleness and poor thermal stability. PLA can be plasticized to improve the 

chain mobility and to favor its crystallization. Plasticization is realized with oligomeric acid, citrate ester or low 

molecular polyethylene glycol (Jacobsen and Fritz 1999). High molecular weight PLAs are obtained through 

ring opening polymerization. This route allows also the control of the final properties of PLA by adjusting the 

proportions of the two enantiomers (Okada 2002). Other routes are melt/solid state polymerization (Maharana et 

al. 2009), solution polymerization or chain extension reaction (Zeng et al. 2009). High molecular weight PLA 

has better mechanical properties (Perego et al.1977). 
 

 
(Figure.3: Schematic view of the ring-opening polymerization reaction  of  polylactide from lactide, a dimer of 

lactic acid.) 

 

The rate of degradation of PLA depends on the degree of crystallinity. The degradation rate of PLLA is 
very low compared to PGA; therefore, some copolymers of lactide and glycoside have been investigated as 

bioresorbable implant materials (Miller et al. 1977). The biodegradability of PLA can also be enhanced by 

grafting. The graft copolymerization of L-lactide onto chitosan was carried out by ring opening polymerization 

using a tin catalyst. The melting transition temperature and thermal stability of graft polymers increase with 

increasing grafting percentages. As the lactide content increases, the degradation of the graft polymer decreases 

(Luckachan and Pillai 2006). 

 

Poly (hydroxyalkanoates) (PHAs) 

PHAs, of which poly (hydroxybutyrate) (PHB) is the most common, are accumulated by a large 

number of bacteria as energy and carbon reserves. Due to their biodegradability and biocompatibility these 

biopolyesters may easily find numerous applications. The properties of PHAs are dependent on their monomer 

composition, and it is, therefore, of great interest that recent research has revealed that, in addition to PHB, a 
large variety of PHAs can be synthesized by microbial fermentation. The monomer composition of PHAs 

depends on the nature of the carbon source and microorganisms used. PHB is a typical highly crystalline 

thermoplastic whereas the medium chain lengths PHAs are elastomers with low melting points and a relatively 

lower degree of crystallinity. A very interesting property of PHAs with respect to food packaging applications is 

their low water vapor permeability which is close to that of LDPE (Claus 2000). 

Since 1925, PHB is produced biotechnologically and was attentively studied as biodegradable polyester 

(Zhang et al. 1997). The R alkyl substituent group is methyl. PHB is highly crystalline with crystallinity above 

50%. Its melting temperature is 180 °C. The pure homopolymer is a brittle material. Its glass transition 

temperature is approximately of 55 °C. It has some mechanical properties comparable to synthetic degradable 

polyesters, as PLA (Savenkova et al. 2000). During storage time at room temperature a secondary crystallization 

of the amorphous phase occurs. As a result, stress and elongation modulus increase (E = 1.7 GPa) while the 
polymer becomes more brittle and hard. Elongation at break is then much lower (10%) (El.Hadi et al. 2002). 

Compared to conventional plastics, it suffers from a narrow processability window (Barham and Keller 1986). 

PHB is susceptible to thermal degradation at temperatures in the region of the melting point (Grassie et al. 

1984). To make the process easier, PHB can be plasticized, with citrate ester. 

PHB resembles isotactic polypropylene (iPP) in relation to melting temperature (175-180°C) and 

mechanical behavior. PHBs Tg is around 9°C and the elongation to break of the ultimate PHB (3- 8%), which is 

markedly lower than that of iPP (400%). Incorporation of 3HV or 4HB co-monomers produces remarkable 
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changes in the mechanical properties: the stiffness and tensile strength decrease while the toughness increases 

with increasing fraction of the respective co-monomer (Claus 2000). PHB is degraded by numerous 

microorganisms (bacteria, fungi and algae) in various environments (Kim et al. 2000). The hydrolytic 

degradation yields to the formation of 3-hydroxy butyric acid, a normal 

constituent of blood, nevertheless with a relatively low rate. Different monomers have been grafted 

onto PHB to prepare biodegradable polymers to be used for wastewater treatments. The grafted monomers were 

either hydrophilic as acrylic acid or sodium-pstyrene sulfonate, or hydrophobic as styrene or methyl acrylate 

(Hsieh et al. 2009). The degree of grafting was different according to the monomers, increasing with the 

following order styrene, sodium-p-styrene sulfonate, methyl acrylate and acrylic acid.  
Multicomponent polymeric systems containing PHB have been obtained by two ways. The first is a 

radical polymerization of an acrylic polymer in the presence of PHB. The second consists in melt mixing PCL 

with PHB. Peroxide is used in both processes to form intergrafted species responsible for compatibilization 

(Avella et al. 1996). These methods have been considered as reactive blending. It should be noted that apart 

from the bacterial synthetic way, other chemical ways have been developed for the production of PHB. The ring 

opening polymerization of β-butyrolactone yields to PHB too (Sheldon et al. 1971, Hori et al. 1996, Juzwa and 

Jedlinski 2006). Different structures are obtained according to the synthesis route. An isotactic polymer with 

random stereo sequences is obtained via bacterial process while a polymer with partially stereo regular block is 

obtained via chemical synthesis. Applications that have been developed from PHB and related materials (e.g. 

Biopol) can be found in very different areas and cover packaging, hygienic, agricultural, and biomedical 

products. Recent application developments based on medium chain length PHAs range from high solid alkyd-

like paints to pressure sensitive adhesives, biodegradable cheese coatings and biodegradable rubbers. 
Technically, the prospects for PHAs are very promising. When the price of these materials can be further 

reduced, application of biopolyesters will also become economically attractive (Claus 2000). 

 

Polycaprolactone (PCL): 

Poly- ε-caprolactone is a relatively cheap cyclic monomer. A semi-crystalline linear polymer is 

obtained from ring-opening polymerization of ε-caprolactone in presence of tin octoate catalyst (Mochizuki and 

Hirami 1997). PCL is soluble in a wide range of solvents. Its glass transition temperature is low, around -60 °C, 

and its melting point is 60 – 65 °C. PCL is a semi-rigid material at room temperature, has a modulus in the range 

of low-density polyethylene and high-density polyethylene, a low tensile strength of 23 MPa and a high 

elongation to break (more than 700%). Thanks to its low Tg, PCL is often used as a compatibilizer or as a soft 

block in polyurethane formulations. Enzymes and fungi easily biodegrade PCL (Chandra and Rustgi 1998, 
Tokiwa 1977). To improve the degradation rate, several copolymers with lactide or glycoside have been 

prepared (Nair and Laurencin 2007). PCL is commercially available under the trade names CAPA® (from 

Solvay, Belgium), Tone® (from Union Carbide, USA) or Celgreen® (from Daicel, Japan) and many others. 

Possible applications in packaging have been investigated. 

 

Cellulose and derivatives 

 
Figure.4: Cellulose structure 

 

                 Cellulose is the most abundantly occurring natural polymer on earth and is an almost linear polymer 

of anhydroglucose. It is a linear polymer with very long macromolecular chains of one repeating unit, 

cellobiose. Cellulose is crystalline, infusible and insoluble in all organic solvents (Chandra and Rustgi 
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1998).Because of its regular structure and array of hydroxyl groups, it tends to form strongly hydrogen bonded 

crystalline micro fibrils and fibers and is most familiar in the form of paper or cardboard in the packaging 

context. Waxed or polyethylene coated paper is used in some areas of primary food packaging; however the 

bulk of paper is used for secondary packaging. 

Cellulose is a cheap raw material, but difficult to use because of its hydrophilic nature, insolubility and 

crystalline structure. The cellophane produced is very hydrophilic and, therefore, moisture sensitive, but it has 

good mechanical properties. It is, however, not thermoplastic owing to the fact that the theoretical melt 

temperature is above the degradation temperature, and therefore cannot be heat-sealed. 

Cellophane is often coated with nitrocellulose wax or PVdC (Poly Vinylidene Chloride) to improve 
barrier properties and in such form it is used for packaging of baked goods, processed meat, cheese and candies. 

A number of cellulose derivatives are produced commercially, most commonly carboxy-methyl cellulose, 

methyl cellulose, ethyl cellulose, hydroxyethyl cellulose, hydroxypropyl cellulose and cellulose acetate. Of 

these derivatives only cellulose acetate (CA) is widely used in food packaging’s (baked goods and fresh 

produce). CA possesses relatively low gas and moisture barrier properties and has to be plasticized for film 

production (Claus 2000). Many cellulose derivatives possess excellent film-forming properties, but they are 

simply too expensive for bulk use. This is a direct consequence of the crystalline structure of cellulose making 

the initial steps of derivatization difficult and costly. Research is required to develop efficient processing 

technologies for the production of cellulose derivatives if this situation is to change. Tenite® (Eastman, USA), 

Bioceta® (Mazzucchelli, Italy), Fasal® (IFA, Austria) and Natureflex® (UCB, Germany) are some of the trade 

names of cellulose-based polymers. 

 

II. BLENDS 
Starch-polyvinyl alcohol: TPS and PVOH have excellent compatibility and their blends are of particular 

interest. TPS and starch can be blended at various ratios to tailor the mechanical properties of the final material. 

Compared to pure TPS materials, blends present improved tensile strength, elongation and processability (Mao 

and Imam 2000, Fishman and Coffin 2006). Their biodegradability has been recently investigated (Russo et al. 

1998). The PVOH content has an important impact on the rate of starch degradation increasing the amount of 

PVOH will decrease this rate. 

 

Starch-PLA: The mechanical properties of blends of starch with PLA using conventional processes are poor due 
to incompatibility. An elongation increase can be achieved by using plasticizers or reacting agents during the 

extrusion process. Coupling agents like isocyanates have been used. The hydroxyl groups of starch could react 

with the isocyanate group resulting in urethane linkages and compatibilization of these systems. The effect of 

gelatinization of starch was also investigated. It has been shown that in PLA/gelatinized starch blends, starch 

could be considered as a nucleating agent, resulting in an improvement of crystallinity in PLA blends and a 

greater superiority of mechanical properties. Another way to improve compatibilization is to use a 

compatibilizer. Maleic anhydride can be used for this purpose (Zhang 2004). An initiator was used to create free 

radicals on PLA and improved the reaction between maleic acid and PLA. The anhydride group on maleic acid 

could react with the hydroxyl groups present in starch. Interfacial adhesion between starch and PLA was then 

significantly improved. The mechanical properties obtained for PLA/starch blends compatibilized with maleic 

acid are higher than those obtained for virgin PLA/starch blends. A biodegradable PLA-grafted amylose 
copolymer has been synthesized, to be used as compatibilizer agent in starch/PLA blends (Ouhib et al. 2009). 

 

Starch – PCL: To prepare films by using the film blowing technique, TPS was blended with PCL to adjust the 

rheological properties of the melt before the process (Matzinos et al. 2002). Novamont (Italy) produces a class 

of starch blend with different synthetic components. Its trade name is Mater-Bi®. Four grades are available; one 

of them consists of PCL (Mater-Bi® Z). The highest amount of starch allows the acceleration of the degradation 

of PCL. The behavior of some PCL-modified starch blends has been studied (Yavuz 2003). The addition of 

modified starch leads to an increase of the Young’s modulus of PCL and a decrease in tensile strength and 

elongation at break values. The blend becomes less ductile (Shin et al. 2004). Some synthetic polymers with 

lower biodegradability are used to control the rate of biodegradation according to the applications. The modulus 

of blends of high-amylose corn starch (25% wt.) and PCL was 50% higher than that of PCL and the tensile 

strength 15% lower. To increase the mechanical properties of PCL/starch, blends with LDPE were prepared. 
The biodegradation rate of PCL, which is very low, can be significantly increased by the presence of starch 

(Bastioli et al. 1995). 

 

PCL/Chitin-chitosan blends: PCL blends with chitin were prepared as biodegradable composites by melt 

blending (Yang et al. 2001). Increasing the amount of chitin has no effect on the melting or crystallization 
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temperature. This was attributed to a non miscible blend. Another blending route is solvent casting (Senda et al. 

2001). The degree of crystallinity of PCL decreases upon blending with chitin. Same results are obtained with 

PCL/chitosan blends. These blends are expected to have good mechanical properties. 

 

III. MATERIAL PROPERTIES 
1. Gas barrier properties 

Many foods require specific atmospheric conditions to sustain their freshness and overall quality during 
storage. Hence, increasing amounts of our foods are being packed in protective atmosphere with a specific 

mixture of gases ensuring optimum quality and safety of the food product in question. To ensure a constant gas 

composition inside the package, the packaging material needs to have certain gas barriers. In most packaging 

applications the gas mixture inside the package consists of carbon dioxide, oxygen and nitrogen or combinations 

hereof. The objective of this section is to describe the gas barriers of biobased materials using mineral oil based 

polymer materials as benchmarks. In Figure.5, different biobased materials are compared to conventional 

mineral-oil-based polymer materials. The figure is based on information from literature and on measurements of 

commercially available materials performed by ATO (Wageningen, NL) (Claus 2000). 

 

 
  
 (Figure.5: Comparison of oxygen permeability of  biobased  materials compared to conventional mineral-oil-

based materials. Permeability of materials marked with * was measured by ATO, Wageningen, NL (23ᵒC, 50% 

RH), information on   other materials are based on literature (Rindlav-Westling et al., 1998; Butler et al., 1996).) 

                              

Alternatives to presently available gas barrier materials like EVOH and PA6 and an equivalent 

biobased laminate would be an outer-layer of plasticized chitosan, a protein or starch-derived film combined 

with PLA or PHA. Notably, the gas barrier properties of PA6 and EVOH are sensitive towards moisture and the 

LDPE creates a very effective water vapor barrier ensuring that the moisture from the foodstuff does not 

interfere with the properties of PA6 or EVOH. In the same fashion, PLA and PHA will protect the moisture-

sensitive-gas-barrier made of polysaccharide and protein (Claus 2000). 

 

Gas barriers and humidity 
                As many of these biobased materials are hydrophilic, their gas barrier properties are very much 

dependent on the humidity conditions for the measurements and the gas permeability of hydrophilic biobased 

materials may increase manifold when humidity increases. Notably, this is a phenomenon also seen with 

conventional polymers. The gas permeability of high gas barrier materials, such as nylon and ethyl vinyl 

alcohol, is likewise affected by increasing humidity. Gas barriers based on PLA and PHA is not expected to be 

dependent on humidity (Claus 2000). 
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Water vapor transmittance 

                 A major challenge for the material manufacturer is the by nature hydrophilic behavior of many 

biobased polymers as a lot of food applications demand materials that are resistant to moist conditions. 

However, when comparing the water vapor transmittance of various biobased materials to materials based on 

mineral oil (see Figure.6); it becomes clear that it is possible to produce biobased materials with water vapor 

transmittance rates comparable to the ones provided by some conventional plastics. However, if a high water 

vapor barrier material is required, very few biobased materials apply. Notably, developments are currently 

focusing on this problem and future biobased materials must also be able to mimic the water vapor barriers of 

the conventional materials known today (Claus 2000). 

 
(Figure.6: Water vapor transmittance of  biobased materials compared to convectional packaging materials 

based on mineral oil.  Water vapor transmittance of materials marked with * was measured by ATO 

(Wageningen, NL) at 23ᵒC, 50% RH. Transmittance of other materials are based on literature and measured at 

same conditions (Rindlav-Westling et al., 1998; Butler et al., 1996).) 

                                       

 

Thermal and mechanical properties 

Next to the barrier properties of the final packaging, the thermal and mechanical properties of the 

materials are both important for processing and also during the use of the products derived from these materials.  

Most biobased polymer materials perform in a similar fashion to conventional polymers. This indicates that 
polystyrene-like polymers (relatively stiff materials with intermediate service temperatures), polyethylene-like 

polymers (relatively flexible polymers with intermediate service temperatures) and PET-like materials 

(relatively stiff materials with higher service temperatures) can be found among the available biobased 

polymers. The mechanical properties in terms of modulus and stiffness are not very different compared to 

conventional polymers. In figure.7 a comparison of the thermal properties of biobased polymers with existing 

polymers is made. The modulus of biobased materials ranges from 2500-3000 MPa and lowers for stiff 

polymers like thermoplastic starches to 50 MPa and lower for rubbery materials like medium chain 

polyhydroxyalkanoates (Claus 2000). 

                 Furthermore, the modulus of most biobased and petroleum derived polymers can be tailored to meet 

the required mechanical properties by means of plasticizing, blending with other polymers or fillers, cross 

linking or by the addition of fibers. A polymer like bacterial cellulose could for instance be used in materials 

which require special mechanical properties. In theory, biobased materials can be made having similar strength 
to the ones we use today (Iguchi et al., 2000). 
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(Figure.7: Comparison of the thermal properties of biobased polymers with convectional polymers. (All data is 

from company   information).) 

                                 

IV. COMPOSTABILITY 
Compostability is another important property required for biopolymers used in food packaging. 

Figure.8 compares the compostability of various biobased materials. Notably, the “composting time” depicted in 

the figure represents the approximate period of time required for an acceptable level of disintegration of the 

material to occur. This means that the original material should not be recognizable anymore in the final compost 

(fraction < 10 mm) nor in the overflow (fraction > 10 mm). The composting time does not reflect the time 

required for the biodegradation of the materials to be fully completed. The process could subsequently be 

completed during the use of the compost. The level of technology applied in the composting process highly 

affects the composting time needed for complete disintegration. Hence, it takes much longer to obtain a mature 

compost using low technology composting (e.g. passive windrow composting) than using high technology as in 
an intensively controlled tunnel composting process. The durations presented in figure 2.6 are based on an 

intermediate level of technology as observed in actively aerated and mechanically turned hall composting. 

Furthermore, the composting time needed for complete disintegration is also affected by the particle size of the 

material. For example, wood is rapidly composted in the form of sawdust and small chips. A wooden log, 
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however, takes more than one year to be completely disintegrated. The durations presented in this figure are 

based on dimensions regularly used for packaging applications (Claus 2000). 

 

 
(Figure.8: Indication of the time required for composting of various biobased and synthetic polymeric materials. 
Measurements of  composting times were performed at ATO. The durations presented in this figure are based on 

an intermediate level of  technology as observed in actively aerated and mechanically turned hall composting.)  

                              

 The compostability of the materials are highly dependent on the other properties of the materials, e.g. 

the first step of the composting is often a hydrolysis or wetting of the material. The rate of this step is very much 

related to the water vapor transmittance and the water resistance of the material. Hence, the composting rate of a 

material will be dependent on its other properties (Claus 2000). 

 

Manufacturing of biobased food packaging 

Engineering of a biobased package or packaging material requires knowledge of the processing and 

material properties of the polymers. If the properties of the native biopolymer are not identical to the required 

one, or if the polymer by nature is not thermoplastic, a certain modification of the polymer must take place. For 
very specific requirements (very low gas permeability or high water resistance) it is unlikely that one polymer 

will be able to provide all required properties even after modifications. Hence, it is necessary to use multiple 

materials in a composite, a laminate or co-extruded material (Claus 2000). 

     

 
(Figure.9: Designing and manufacturing of biobased packages and packaging materials require a multistep 

approach) 
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Possible products produced of biobased materials 

The fundamental repeating chemical units of the biobased materials described so far are identical to 

those of a significant body of the conventional plastics. Thus, in the broadest sense, poly- saccharides possessing 

repeating acetal functionality can be regarded as the naturally occurring analogues of the synthetic polyacetals; 

proteins (repeating peptide functionality) can be compared to the synthetic polyamides while polylactic acid is 

merely an example of the diverse group of polyesters. 

 

 
(Figure.10: The major processing routes to potential biobased products.) 

 

Clearly, however, the gross physical and chemical properties of native biobased materials and their 

synthetic counterparts are quite different and this is a feature of additional chemical functionality inherent in 
biobased materials. It should be expected that following requisite processing and product development of 

biobased materials resulting properties should equal or better those of the conventional alternatives. However, 

such processing and product development is not always trivial and is unlikely to be cost effective in all cases. It 

is not surprising, therefore, that the current applications of biobased materials seek not to emulate the properties 

of conventional plastics, but to capitalize on inherent biodegradability and on other unique properties of these 

polymers. Biobased plastic applications are currently targeted towards single-use, disposable, short-life 

packaging materials, service ware items, disposable non-woven’s and coatings for paper and paperboard 

applications. In general, the same shapes and types of food packaging can be made from synthetic and biobased 

resources. The question is whether the same performance can be achieved by using the biobased materials as 

with the synthetic ones (Claus 2000). 

 

Blown (barrier) films 

Blown films comprise one of the first product categories to be developed based on mineral oil derived 

biodegradable polyesters. They have successfully been applied as garbage bags and related applications. Film 

blowing grades of renewable polymers have been developed based on PLA. Blown films based on these 

biopolyesters exhibit excellent transparency and cellophane-like mechanical properties. The sealability depends 

on the degree of crystallinity and good printability can also be achieved. The possibilities of film blowing 

PHB/V materials are at this time limited due to their slow crystallization and low melt strength. In many food 

packaging applications, water vapor barriers as well as gas barriers are required. No single biobased polymer 

can fulfill both these demands. In this case, the use of co-extrusion can lead to laminates which meet the 

objectives. Paragon (Avebe, NL) materials which are based on thermoplastic starch can be film blown in a co-

extrusion set-up with polymers like PLA and PHB/V as coating materials, resulting in a barrier coating which, 

for example, proved to be successful in the packaging of cheese (Tuil et al., 2000). The use of Paragon tie-layers 
provides the adhesion between the coating and the base layer. In this way, starch-based materials could provide 

cheap alternatives to presently available gas barrier materials like EVOH and PA6 (Claus 2000). 

 

Thermoformed containers 

A next class of products is thermoformed containers for food packaging. In order to be able to 

thermoform a polymer it should be possible to process this material from the melt (extrusion) into sheets and 

consequently thermoforming these sheets just above the Tg or Tm of the material. Thermoformed products can 

be found based on PLA and PHB/V. Again, it is possible to produce thermoformed articles from laminates 

based on Paragon as well as other thermoplastically processable biopolymers (Claus 2000). 
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Foamed products 

               Starch-based foams for loose fill applications (Novamont, (I), National Starch (USA) a.o.) have been 

commercially introduced with success some years ago and the market for these products is still growing. 

Foamed products like trays and clamshells based on starch for food packaging have not yet been introduced 

commercially. Products based on a molding technique from a slurry phase (Earthshell (USA), APACK (D)) are 

close to market introduction. These products are produced form starch base slurries with inorganic and agro 

fiber based fillers. Other proposed techniques include loose-fill molding (Novamont (I), Biotec (D)), foam 

extrusion (Biotec (D)), and extrusion transfer molding (Standard Starch (USA)) and expandable bead molding 

(Tuil et al., (In press)). Foamed products based totally on PLA are still in a developmental phase (Claus 2000).In 
order to be able to use these starch-foamed products in food contact applications coatings should be applied on 

the starch- based foams.  

Adhesion between the foam and the coating is of importance. Paraffin and other oligomer based 

coatings are proposed next to PLA and PHB/V based coatings. Protein and medium chain length PHA based 

coatings (ATO, 2000) are close to market introduction. Other proposed techniques include loose-fill molding 

(Novamont (I), Biotec (D)), foam extrusion (Biotec (D)), and extrusion transfer molding (Standard Starch 

(USA)) and expandable bead moulding (Tuil et al., (In press)). Foamed products based totally on PLA are still 

in a developmental phase. In order to be able to use these starch-foamed products in food contact applications 

coatings should be applied on the starch-based foams. Adhesion between the foam and the coating is of 

importance. Paraffin and other oligomer based coatings are proposed next to PLA and PHB/V based coatings. 

Protein and medium chain length PHA based coatings (ATO, 2000) are close to market introduction (Claus 

2000). 
 

Coated paper 

It is expected that paper will stay an important biobased packaging material. Paper and board materials 

have excellent mechanical properties; however, the gas permeabilities are too high for many food applications. 

The hydrophilic nature of the paper-based materials is a major challenge of these materials when packaging 

moist foods. To date, the paper-based materials have been coated with a thin layer of synthetic plastic which has 

provided the materials with the required gas property and water resistance. Alternatively, biobased materials 

might be used as coating materials thus paving the way for a 100% biobased packaging material. Paper-based 

materials coated with PE are readily repulpable as the hydrophobic PE is easily removed in the pulping process. 

Hence, paper-based materials coated with biobased, hydrophobic polymeric materials are, likewise, going to be 

repulpable (Claus 2000). 
 

 Additional developments 

To be able to produce a 100% biobased packaging development of biobased additives is needed. 

Additives used in the production of packaging are plasticizers, UV-stabilizers, adhesives, inks and paints, 

natural pigments and colorants. So far, few developments have been made in this field and it is suggested to 

direct research to this area (Claus 2000). 

 

 
 

V. CONCLUSION 
The food industry has seen great advances in the packaging sector since its inception in the 18th 

century with most active and intelligent innovations occurring during the past century. These advances have led 

to improved food quality and safety. While some innovations have stemmed from unexpected sources, most 
have been driven by changing consumer preferences. The new advances have mostly focused on delaying 

oxidation and controlling moisture migration, microbial growth, respiration rates, and volatile flavors and 

aromas. This focus parallels that of food packaging distribution, which has driven change in the key areas of 

sustainable packaging, use of the packaging value chain relationships for competitive advantage, and the 

evolving role of food service packaging. Biopolymers have highly influenced the packaging sector greatly.  

Environmental responsibility is constantly increasing in importance to both consumers and industry. 
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For those who produce biodegradable plastic materials, this is a key advantage. Biopolymers limit carbon 

dioxide emissions during creation, and degrade to organic matter after disposal. Although synthetic plastics are a 

more economically feasible choice than biodegradable ones, an increased availability of biodegradable plastics 

will allow many consumers to choose them on the basis of their environmentally responsible disposal. The 

processes which hold the most promise for further development of biopolymer materials are those which employ 

renewable resource feedstocks. Time is of the essence for biodegradable polymer development, as society’s 

current views on environmental responsibility make this an ideal time for further growth of biopolymers. 
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Abstract : Electro  hydraulic  servosystem for the AGC has  better characteristics than electromechanic (five 
timesgreater speed of rolling, greater speed of positioning ,smaller dead–zone, smaller time of  roll gap adjusting 

start, smaller time of maximum speed reaching,greater unloading speed). 
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I. INTRODUCTION 
In Hot and Cold Mill Plants were mounted electrohydraulic servosystems for automatic gage control 

(instead electromechanic systems with  screw thread) during modernisation. For the applications  of the mostly 

control algorithms are necessary knowledge of mathematical models as components as complete object of 

automatic control. Detail analysis of these servosystems will help for better understanding  and for the next 

optimisations by apllications of  modern control methods.This work is based on results from literature [1]. 
 

II. ELECTROMECHANICAL SYSTEM FOR AUTOMATIC GAGE CONTROL 
Automatic control system works on the following manner:if aberation of the strip thickness at the stand 

exit is happened then a signal from  a thickness gage 9 by converter is led to summator 14 where this signal 

compares with set up signal.. Error signal  is led to regulator and from regulator to electromotor 13. 

.Electromotor 13 moves screw and changes rolling force and thickness of streep too. The greater disadvantage 

of this regulation type is the great friction between screw and screw nut which disable very quick and very 

precision work. 
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III. ROLLING STANDS ELASTIC DEFORMATION AND PLASTIC 

         DEFORMATION CURVE 
Sum of elastic deformations of the all loaded rolling stand parts is rolling stand elastic 

deformation.Elastic deformation of rolling stand can be determined by theoretical or experimental 

method(theoretical method is rarely used because it is hard to determine the clearances between parts of rolling 

stand). 

 

 
Figure 3. Curve of elastic deformation of the rolling stand 

 

From the figure 3 is possible to write equation (1): 

s

p

osi E

F
+H=H                                               (1) 

the following symbols are defined: 

i
H - strip thickness at the exit from the rolling stand,  

os
H - value of the   initial gap between rolls,  

p
F - modulus of rolling stand   elasticity.  

 

Therefore equation (1) contains two unknown values (rolling force and thickness of the strip at the exit 

from the stand) it is necessary to know dependence of rolling force from exit strip thickness for a concrete 

rolling conditions (entry strip thickness,friction coefficient,rolls diameters...). 

Desired dependence is given by equation(2): 

 

.....)λ,R,H(f=F
up

  (2) 

 
Curves given by equation (2) are strip plastic deformation curves(curves of plasticity and it is possible 

to obtain its by theoretical or experimental method. Figure 4 shows plastic deformation curve of strip. 

 

 
Figure 4. Plastic deformation curve of strip 

 

From figure 4 it is obvious that greater rolling force enables smaller strip thickness at the rolling stand 

exit. Simultaneously equations (1) and (2) solvings  give rolling force and exit strip thickness during strip 
deformation in real working stand. Graphic equations solution  is shown on figure 5. 
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Figure 5. Graphic determination  of the rolling force 

 

Section n  the straight line 1- the curve 2 determines point A. The coordinates  of the point A (
1pF  and 

1H ) 

determine rolling force 
1pF  which must act on the rolls to perform exit strip thickness  

1H .                                                                                            

The gap between rolls increases from 
osH  to 

1H  until thickness of the strip reduced from 
osH at entry of the 

stand to 
1H  at the  exit of the stand.In the process computer are “memorized” straight line 1 and curve 2 and for 

demand 
1H  it is possible to determinate 

1pF  and 
osH  (it is necesarry to draw a vertical line from the point 

1H  and  point of section with the curve 2 is point A; From point A it is necessary to draw a  horizontal line and 

obtain  
1pF : It is necessary to draw a  line through a  point A with angle  and obtain 

osH . However,if the strip 

has  the greater hardness then  the rolling force Fp1 will not be sufficient to perform 
1H  and control system will 

increase the rolling force 
1pF  to get demand thickness of the strip at the exit of the stand. 

 

IV. SERVOVALVE 
Therefore a reprensentation of servovalve response throught the frequency range about 50 cps is 

sufficient (literature [1]), and a first-order expression is adequate. The time constant for the first-order transfer 

function is best established  by 0.7 amplitude point (-3 db) (figure 6). Figure 6 shows a “Moog” servovalve 

dynamic response,together with the response of a first–order transfer function. The first-order aproximation is a 

quite good throught the lower frequency region. According  to literature [2] and figure 6 we can write: 

 

ST+1

1
=W

1

sr

while:   

1

1 πω2

1
=T (3) 

 

 
Figure 6. Bode diagram of the “Moog” servovalve 
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V. SERVOVALVE CONTROLLED PISTON 

 
Figure7. Servovalve controlled cylinder piston 

 

Figure 7. Servovalve controlled cylinder piston 
c

p ; 
ccpc

Ap=F ; force induced by roll stand elasticity: 

 

YE=F
STx

,(4) 

force of inertia:
2

c

2

cin dt

Yd
m=F  

while:
kcTc

m+m=m ; 

T
m – load mass,  

kc
m - mass of the cylinder piston,  

c
m - “common” mass . 

 

Force of friction in the gaskets is negligible because the gaskets are made from a special PTFE 
material. The Second Newton's law for cylinder piston is given by equation (5): 

 

YE+
dt

Yd
m=Ap

ST2

2

ccc
.                                                                     (5) 

 

Cylinder entry flow (
cQ ) is consist of  the flow for the piston moving 

vQ  and flow for the compressibility 

compensation 
LCQ , while leakage is negiglible. We can write  flow equation (6): 

 

dt

dp

B

V
+

dt

dY
A=Q

c

cc
.                                                                  (6) 

 Flow which leaves servovalve is: 

)pp(
ρ

2
XWμ=Q

CSKSRSRSR

.                                                             (7) 

We can combine equations (5) and (6) to yield equation (8): 

 

dt

cdp

B

V
+

dt

dY

cA=)
C

p
S

p(
ρ

2

K
X

SR
W

SR
μ . (8) 
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VI. GAUGES,TRANSDUCERS AND SIGNAL AMPLIFIERS 
From literature [1] we can write equations for the position gage,transducer and signal amplifier: 

 

1+'ST

K
=

)s(Y

)s(U
=W

u

PC

c

MP

MP
,(9) 

iy1y
HC=U ,                                         (10) 

)U-U(K=I
MPyA

(11) 

while: 
MP

W  – transfer function for piston rod position gage together with the position-voltage transducer, 

MP
U - exit signal from the position gage,

iy
H - demand piston rod position signal, 

1
C - amlification of demand 

position signal, 
A

K - amplification of voltage-current transducer.  

 

VII. MATHEMATICAL MODEL OF  A ROLLING STAND 
Linearisation of equation (1) gives equation (12): 

s

p

osii

E

F
+H=H is given by: 

Pi

i

PinPi

osi

i

sinoosiini F∂

H∂
)F-F(+

H∂

H∂
)H-H(+H=H  .                                         (12) 

From  equations (1) and (12) we can write equation (13) (in relative variations): 

 

.fl+hl=h=f
EH

F
+h

H

H
=h

pii2osii1ipi

siin

pin

osi

IN

OSIN

i
                                        (13) 

 

We consider cylinder piston rod, bottom work roll and bottom back up roll as “common” unit and 
therefore piston rod position change is the same as roll gap change. Therefore we can write equation (14): 

 

pii2ci1i
fl+yl=h .(14) 

 
In the literatures [1] and [3] we can find equation (14) for the any of Sartid Cold Mill stand: 

 

( )F-FHRa
3

2
+e

H

H
4,0+6,0.)H-Hu(R 2

3

zpii2Kii4

uiH28,0+iH12,0

)iHuiH(iRμ

ui

i

ii
.

ZPi
F

3

1
-

ZZi
F

3

2
-

i2K
F)

1
λ-1(+

i1K
F

1
λ=

pi
F

(15) 

 

where: 

3a

)

0
H

ui
H

+
2

a(
1

a=
1K

F
, 

3a
)

5
H

ui
H

+
2

a(
1

a=
2K

F . 

 

For the soft steel are: 

3,55=a
1

; 002,1=a
2

; 27,0=a
3

; 2,0=λ
1

;
E

γ1
=a

2

4
, 
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zzi
F - force of back tension,  

zpi
F – force of  front tension,  

R  – work roll diameter,  

0
H - thickness of the strip at the first stand entry,  

H5- thickness of the strip at the last stand exit. 

 

Therefore we can write equation (16): 

 

)F,F,H,H(=F
zpizziiuipi

.                                                                    (16) 

 

We can obtain  equation (16) (in relative variations) by linearisation of equation (15): 

 

.fq+fq+hq+hq+f
F∂

F∂

F

F
+f

F∂

F∂

F

F
++h

H∂

F∂

F

H
+h

H∂

F∂

F

H
=f

zpii4zzii3uii2ii1zpi

zpi

pi

pin

zpin

zzi

zzi

pi

pin

zzin

ui

ui

pi

pin

uin

i

i

pi

pin

in

pi

(1

7) 

 

We can combine equations  (12) and (17) and write equation (18): 

 

zpii4zzii3uii2cii1zpi

i1i2

i4i2

zzi

i1i2

i3i2

ui

i1i2

i2i2

ci

i1i2

i1

i
fa+fa+ha+ya+f

ql1

ql
+f

gl1

ql
+h

ql1

ql
+y

ql1

l
=h (

18) 

 

In the literature [1] are given all values for the coefficients lg,  and a .Complete calculations, 

experimental results and producers catalogs give conclusion that in the rolling process with the»steady rolling 

speeds ”(without considerations of taking in (accelerating)» and»taking out(slowing down)”  the strip in (out) 

the rolling stand), the tension forces change smaller than 5% (lit [1]). Variations   of the strip thickness which 

enters in the Cold Rolling Mill are very small because Sartid Hot Mill has electrohydraulic system for automatic 

gage control, too. Coefficients 
ia2
, 

ia3
 and 

ia4
are much smaller than coefficient a1 (reference [1]) and 

according to  these conclusions we can write  equation  (19) : 

 

cii1i
ya=h .                                                                                   (19) 

 

VIII. LINEAR MATHEMATICAL MODEL,BLOCK DIAGRAM  AND  

           STATE-SPACE  REPRESENTATION  OF THE SYSTEM 
Linerisation of  equations (3), (4), (5), (7), (10), (11) and equation (19) give linear mathematical model for a 

rolling stand:   

Regulator:
cckqsr

pK+xK=q , 
c

•

c

•

cc
p

B

V
+yA=q , 

cSTc

••

ccc
yE+ym=Ap , 

k

.

1k
xT+x=i ,(20) 

where: )u-u(K=i
MPzA

, 
cpcmpMP

•

u
yK=u+uT , 

iz1z
hc=u , object;

c1i
ya=h . 

 

We can draw block diagram of the system for the automatic gage control of one rolling stand (figure 8) using  

system of equations (20): 
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Figure 8. Automatic controlscheme- blockdiagramsconnection 

 

Define state variables: 

MP1
u=x ; c2

y=x ; c3
y=x ; K4

x=x ; c5
p=x .(21) 

 

Input and output are: 

•
zi

u
h=x , 

ii
h=x .(22) 

 

Notice that all  state variables are easily  measurable quantities (voltage from the position gage, piston 

rod velocity, piston rod position,servovalve spool  position and the pressure in the cylinder). Output value is the 

change of the strip thickness and input value is demand change of the strip thickness. Then,from the definition 

of the state variables (21), equations (20) and figure 9, we obtain equations (23) and (24): 

 

31

u

pc

1

u

1

•

xa
T

K
+x

T

1
=x , ,x

m

A
+x

m

E
-=x

5

c

c

3

c

ST

2

•

2
3

•

x=x ,(23) 

 

,x
T
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-x

T

1
-x

T

K
=x

u

1

A1

4

1

1

1

A

4

•

,x
V

BK
+xK

V

B
-x

V

BA
-=x

5

c

c

4q

c

2

c

c

5

•

            (23-1) 

 

3i
ax=x .                                                      (24) 

 

IX. SIMULATION  OF THE SYSTEM WORK BY COMPUTER AND 

             EXPERIMENTAL MEASUREMENTS IN REAL SYSTEM 
According to  system of equations (22) we obtain step response by computer (for  the calculation of the 

all necessary coefficients we use dates from lit ([1,3]). For the same demand strip thickness change of  0,5-10-3 

mm was done series of experimental testing and result of that is shown at the figure 9, too. Comparison  of this 

curves gives conclusion that nature of this curves are  the same. Small difference between these curves is 

induced by impossibility of exactly determination and exactly testing the system characteristics. 
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Figure 9. Step responses obtained by simulation and experimental measurements in the  plant 

 

X. CONCLUSION 
Comparison of theoretical and experimental curves gives conclusion that all introduced assumptions 

are good. Analysis of the all system characteristics gives conclusion that system has good working. 

Electrohydraulic servosystem for the AGC has  better characteristics than electromechanic system (five times 

greater speed of rolling, greater speed of positioning ,smaller dead–zone, smaller time of  roll gap adjusting 

start, smaller time of maximum speed reaching,greater unloading speed...). 
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 Abstract: The aim of this study was to determine the energy consumption and economic analysis for 

strawberry production. The data were collected from 80 farmers growing strawberry in the Babolsar zone of Iran 

by using a face-to-face questionnaire in May-June 2012. The plowing operation at the study area was done by 

two methods; manually plow and machinery plow. In addition, the irrigation operation was done by two 

methods; pumping irrigation and non-pumping irrigation. Total energy used in various farm operations during 

strawberry production was 22275.8 MJ.ha-1. Total energy output was 14820 MJ.ha-1, and the average annual 

yield of strawberry farms was 7800 kg. ha-1. The energy ratio, productivities, specific and net energy gain were 

0.58, 0.3 kg.MJ-1, 3.33 MJ.kg-1 and -9355.8 MJ.ha-1, respectively. The profit/cost ratio, productivity, and net 

profit in the strawberry production are 1.37, 1.1 kg.$-1 and 2333.4 $.ha-1, respectively. In addition, the net return 

in the non-pumping and manually plow method is significantly higher than in the other methods. 
 

Keywords: Economic analysis, energy use, input-output, renewable energy, strawberry  

 

I. INTRODUCTION 
Strawberry is an important small fruit, grown throughout the world. It is deep red in colour with 

unique shape and flavour. In Iran more than 20,000 tones of strawberries are produced each year. Kurdistan and 

Mazandaran provinces are two main regions of production with 2,000 and 500 hectares, respectively. Iran with 

over 3,600 hectares of strawberry cultivation has been ranked twentieth place in the world. Average Strawberry 

yield per unit area in Iran is 10 tons per hectare [1]. 

Energy is indeed the live wire of industrial, food and agricultural production, the fuel for 

transportation as well as for the generation of electricity in conventional thermal power plants [2]. The energy 

consumption for agricultural production is depended on agro-ecosystems, planting pattern, type of soil and 
mechanization levels [3]. For strawberry production, total energy consumptions are varied for different type of 

soils, farm size and level technology of machinery used. There is no reported data on strawberry energy 

consumption.  

In developing countries like Iran, agricultural growth is essential for fostering the economic 

development and meeting the ever-higher demands of the growing population. Energy in agriculture is 

important in terms of crop production and agro processing for value adding [4]. Energy use in agriculture has 

been developed in response to increasing populations, limited supply of arable land and desire for an increasing 

standard of living. In all societies, these factors have encouraged an increase in energy inputs to maximize 

yields, minimize labour intensive practices or both [5]. 

In agriculture, a wide range of modern and traditional energy forms are used directly on the farm, e.g. 

as tractor or machinery fuel, and in water pumping, irrigation and crop drying, and indirectly for fertilizers and 
pesticides. Other energy inputs are required for post harvest processing in food production, packaging, storage, 

transportation and cooking [6]. 

Energy productivity is an important index for more efficient use of energy although higher energy productivity 

does not mean in general, more economic feasibility. However, the energy analysis shows the methods to 

minimize the energy inputs and therefore to increase the energy productivity [7]. Calculating energy inputs of 
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agricultural production is more difficult than in the industry sector due to the high number of factors affecting 

the production [8]. 

In order to maintain economically sustainable level of production of strawberry, it is essential to 

reduce the cost of production. Therefore, attempts should be made for higher efficiency of energy use. 

The aim of this study was (1) to determine the amount of input-output energy used in growing 

strawberry, (2) to investigate the efficiency of energy consumption and (3) to make an economic analysis of 

strawberry production. 
 

II. MATERIALS AND METHODS 
2.1 Location and Period of the Study  

The data were collected from 80 farmers growing strawberry in Babolsar zone of Iran by using a face-

to-face questionnaire in May-June 2012. Babolsar zone is located in Mazandaran province of Iran. The province 

is located in the north of Iran, within 35° 47' and 36° 25' N latitude and 50° 34' and 54° 10' E longitude [9]. 

 

2.2 Sample Size 

Random sampling of farms was done within whole population and the size of each sample was 
determined using equation (1) [10]. 

n = 1     
     2222

hhhh DNDNSN
                   (1)   

Where: 

n = required sample size; 

N = Number of holdings in target population;  

Nh= Number of the population in the hr stratification;  

Sh = Standard deviation in the h stratification;  

S 2
h
 = Variance in the h stratification;  

d = Precision where   
 Xx 

(%5); and  

z = Reliability coefficient (1.96, which represents the 95% reliability)  (D2 = d2

z2 ) 

2.3 Energy and Economic Indexes  

The energy ratio (energy use efficiency), energy productivity, specific energy and net energy were calculated as 
per given below in (Equations 2 to 5) [11].  

Energy Ratio =  
Energy  Output  (MJ  ha−1)

Energy  Input  (MJ  ha−1)
                        (2) 

Energy Productivity = 
Citrus  Output  (kg  ha−1)

Energy  Inpu t (MJ  ha−1)
                (3) 

Specific Energy = 
Energy  Input  (MJ  ha−1)

Citrus  Output  (kg  ha−1)
                     (4) 

Net Energy = Energy Output (MJ ha-1) ─ Energy Input (MJ ha-1)      (5) 

The gross production value and productivity for economic analysis were calculated as per given below in 

(Equations 6 and 7). 

 Gross production value ($ ha-1) =   Strawberry yield (kg ha-1) * price ($ kg-1)                    (6) 

Productivity (kg $-1) =  
Strawberry  yield  (kg  ha−1)

Total  production  costs  ($ ha−1) 
                (7) 

 

Basic information on energy inputs and strawberry yields were entered into Excel and SPSS 19 

spreadsheets. The plowing operation at the study area was done by two methods. At the first method, the 

workers did it manually, while at the second method it was done by agricultural machinery. In addition, the 

irrigation operation was done by two methods. In some places, the farmers used a river or spring water without 

using any energy for pumping the water. This was non-pumping irrigation method. In other fields there was not 

such a source and the farmers pumped the water from a well or a river in a lower altitude. This was pumping 

irrigation method. 

The energy efficiency of the agricultural system has been evaluated by the energy ratio between output 

and input. Human labor, machinery, diesel oil, fertilizer, and ecesis amounts and output yield values of 

strawberry crops have been used to estimate the energy ratio. The amounts of input were calculated per hectare 
and then, these input data were multiplied with the coefficient of energy equivalent given in table 1. 
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III. RESULTS AND DISCUSSION 
 3.1 Analysis of Input-Output Energy Use  

Used inputs in the strawberry production, energy equivalences, and ratio of inputs and output are 

illustrated in table 2. Total energy used in various farm operations during strawberry production was 22275.8 

MJ.ha-1. The most of the agricultural operations was done manually in the study area, while using the 

agricultural machinery was limited to some areas and only for land preparation. 

According to the evaluation of data in table 2 and figure 1, the average human labor required in the 

study area was 1204.08 h.ha-1, and machine power was just 2.39 h.ha-1. Total energy consumed in various farm 

operations during strawberry production was 22275.8 MJ.ha-1. Irrigation energy consumed 30.12% of total 

energy followed by manure (23.11%) during production period. Machinery was the least demanding energy 

input for strawberry production with 330.5 MJ ha-1 (only 1.48% of the total energy input), followed by ecesis 

with 1080 MJ. ha-1 (4.84%). Total energy output was 12920 MJ.ha-1, and the average annual yield of strawberry 
farms was 6800 kg ha-1. 

 

 

 
Fig. 1. Distribution of energy input ratios in the strawberry production. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  
 

Page 176 

Energy output-input ratio (energy efficiency) in this study was 0.58, and energy productivity calculated 

as 0.3 kg MJ-1 (Table 3). This means that 0.3 kg of strawberry was obtained per unit of energy. This result is 

more than similar study in Sanandaj zone of Iran by Salami et al. in 2010 [14]. In that study, energy ratio and 

productivity reported 0.32 and 0.17 kg MJ
-1

, respectively. 

 

 
 

The amount of 68.6% (15300 MJ.ha-1) of total energy input resulted from renewable and 31.4% 

(6975.8 MJ.ha-1) from non-renewable energy; also 8.3% (1850 MJ ha-1) from direct energy and 91.7% (20425.8 
MJ.ha-1) indirect energy (Figure 2). Direct inputs were mainly fuel for field operations; and chemical fertilizers, 

manure, machinery, labor and ecesis dominated the indirect inputs. In other words, strawberry production was 

highly dependent on the production of indirect inputs. 

 

 
Fig. 2. Total energy input in the form of Direct, Indirect, Renewable and Non-renewable energy for strawberry 

production (MJ ha-1). 

Table 4 shows the values of total input energy for manually plow-pumping, manually plow-non-

pumping, machinery plow-pumping and machinery plow-non-pumping. The least of total input energy was 

11768 MJ.ha-1 for manually plow-non pumping and the highest total input energy was 36755 MJ.ha-1 for 

machinery plow-pumping. 
 

Table 4. The values of total input energy (MJ ha-1) for manually plow-pumping, manually plow-non-pumping, 

machinery plow-pumping and machinery plow-non-pumping. 

 

 
 

3.2 Economic Analysis of Strawberry Production 

The economic analysis is presented in table 5. The profit/cost ratio, productivity, and net profit in the 

strawberry production were 1.37, 1.1 kg $-1, and 3333.4 $ ha-1, respectively.  Results show the net return in this 

study is higher than similar study in Sanandaj zone of Iran by Salami et al. in 2010 [14]. They reported the net 

return about 1825 $ ha-1, while in this study it was 2333.4 $ ha-1. 

The net return in the non-pumping irrigation is significantly higher than in the other irrigation type (Pumping 
irrigation) (Table 6). This result is acceptable, because there was not any cost for production in the non-pumping 
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method for irrigation operation, while acquiring water in the pumping irrigation method required some cost 

(Electricity or Diesel cost). 

 

 
 

Table 6. The mean values of net return ($ ha-1) for manually plow-Pumping, machinery plow-pumping, 

manually plow–non pumping and machinery plow – non pumping 

 

 
 

IV. CONCLUSION 
In this study, the total energy used in various farm operations during strawberry production was 

22275.8 MJ.ha-1.  The average annual yield of strawberry farms was 6800 kg.ha-1, and total energy output was 

12920 MJ ha-1. Energy productivity calculated as 0.305 kg MJ-1, and energy efficiency was 0.58. The net 

energy gain was 9355.8 MJ.ha-1. It shows loss of energy in strawberry farms. The benefit-cost ratio, 

productivity, and net profit in the strawberry production were 1.37, 1.1, and 2333.4 $ ha-1, respectively. The net 

return in the non-pumping and manually plow method was significantly higher than in the other methods and 

energy consumption in the pumping and machinery plow method was significantly higher than in the other 
methods. 
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 Abstract: The cladded components quality always depends on clad bead geometry and coefficient of shape of 

welds and dilution. In order to obtain better quality, good corrosion resistant properties and to reduce 

manufacturing costs the bead parameters must be optimized. The above objectives can be achieved by 

developing mathematical equations to predict bead geometry. This paper presents central composite rotatable 

design with full replication technique was used to obtain four critical dimensions of bead geometry. The 

developed models have been checked for adequacy and significance. The experiments were conducted by 

depositing Type ER-308L stainless steel wire on to IS-2062 structural steel plates. The results of confirmation 

experiments showed that the developed models can be able to predict bead geometry with reasonable accuracy. 
This study proved that both direct and interaction effect plays a major role in determining bead dimensions and 

dilution. The process parameters were optimized using response surface methodology (RSM). 

 

Keywords: GMAW, Weld bead geometry, RSM, Mathematical equations, stainless steel. 

 

I. INTRODUCTION 

Cladding is a process of depositing a thick layer of filler material on a low carbon steel base metal/Weld 

cladding finds application in repairing worn out parts for achieving good corrosion resistant surface. Usually gas 

metal arc welding (GMAW) has been widely used in manufacturing industries, for cladding because of its high 

productivity, easiness of operation and adaptability to automation. The process parameters of GMAW process 
must be studied in order to enhance its chance for automation and to get good quality weld.  The quality of a 

weld depends on mechanical properties of the weld metal which in turn depends on metallurgical characteristics 

and chemical composition of the weld [1]. The mechanical and metallurgical feature of weld depends on bead 

geometry which is directly related to welding process parameters. In other words quality of weld depends on in 

process parameters.GMA welding is a multi objective and multifactor metal fabrication technique. The process 

parameters have a direct influence on bead geometry. 

 Fig 1 shows the clad bead geometry. Mechanical strength of clad metal is highly influenced by the 

composition of metal but also by clad bead shape [2]. This is an indication of bead geometry. It mainly depends 

on wire feed rate, welding speed, arc voltage etc. Therefore it is necessary to study the relationship between in 

process parameters and bead parameters to study clad bead geometry. 

This study was carried out in two steps. In the first step regression models for dilution, coefficient of 
internal shape and coefficient of external shape were developed from the experimental data [3]. In the second 

stage the process parameters were optimized using response surface methodology (RSM) optimization technique 

to get the desired weld bead geometry. 
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Percentage dilution (D) = [B/ (A+B)] X 100 

Fig. 1.Clad bead geometry 

 

II. EXPERIMENTATION 

The following machines and consumables were used for the purpose of conducting experiment.  

1) A constant  current  gas metal arc welding machine (Invrtee V 350 – PRO advanced processor with5 – 425 

amps output range) 
2) Welding manipulator 

3) Wire feeder (LF – 74 Model) 

4) Filler material Stainless Steel wire of 1.2mm diameter (ER – 308 L). 

5) Gas cylinder containing a mixture of 98% argon and 2% of oxygen. 

6) Mild steel plate (grade IS – 2062)  

 

Test plates of size  300 x 200 x 20mm were cut from mild steel plate of grade IS – 2062 and one of the 

surfaces is cleaned to remove oxide and dirt before cladding. ER-308 L stainless steel wire of 1.2mm diameter 

was used for depositing the clad beads through the feeder. Argon gas at a constant flow rate of 16 litres per 

minute was used for shielding.  The properties of base metal and filler wire are shown in Table 1. The important 

and most difficult parameter found from trial run is wire feed rate.  The wire feed rate is proportional to current. 
Wire feed rate must be greater than critical wire feed rate to achieve pulsed metal transfer. The relationship found 

from trial run is shown in equation (1). The formula derived is shown in Fig 2.  

Wire feed rate = 0.96742857 *current + 79.1          

                      ----------- (1) 

The selection of the welding electrode wire based on the matching the mechanical properties and 

physical characteristics of the base metal, weld size and existing electrode inventory [4]. A candidate material for 

cladding which has excellent corrosion resistance and weld ability is stainless steel. These have chloride stress 

corrosion cracking resistance and strength significantly greater than other materials. These have good surface 

appearance, good radiographic standard quality and minimum electrode wastage. Experimental design used for 

this study is shown in Fig 3 and importance steps are briefly explained. 

 

 
 

 
Fig. 2. Relationship between Current and Wire Feed Rate 
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III. PLAN OF INVESTIGATION 

The research work is carried out in the following steps [5]. 

 Identification of important process variables and finding their upper and lower limits. 

 Development of design matrix and conducting experiments as per design matrix,  

 Recording responses viz; bead width (W).Penetration(P),Reinforcement(R),calculation of percentage of 

dilution Coefficient of internal shape and coefficient of external shape. 

 development of mathematical models,  

 checking adequacy of developed models, 

 Conducting conformity tests. 

 Optimizing the process parameters using RSM. 

  

3.1  Identification of factors and responses 

The basic difference between welding and cladding is the percentage of dilution. The properties of the 

cladding is the significantly influenced by dilution obtained. Hence control of dilution is important in cladding 

where a low dilution is highly desirable. When dilution is quite low, the final deposit composition will be closer 

to that of filler material and hence corrosion resistant properties of cladding will be greatly improved. The chosen 

factors have been selected on the basis to get minimal dilution and optimal clad bead geometry [1]. These are 
wire feed rate (W), welding speed (S),  welding gun angle (T), contact tip to work to The following 

independently controllable process parameters were found to be affecting output parameters distance  (N) and 

pinch (Ac), The responses chosen were clad bead width (W), height of reinforcement (R), Depth of Penetration. 

(P) and percentage of dilution (D). The responses were chosen based on the impact of parameters on final 

composite model. 

 

3.2  Finding the limits of process variables 

Working ranges of all selected factors are fixed by conducting trial run. This was carried out by varying 

one of factors while keeping the rest of them as constant values. Working range of each process parameters was 

decided upon by inspecting the bead for smooth appearance without any visible defects. The upper limit of given 

factor was coded as -2.  The coded value of intermediate values were calculated using the equation (2) 
 

= --------     (2) 

 

Where Xi is the required coded value of parameter X is any value of parameter from   Xmin – Xmax. Xmin 

is the lower limit of parameters and Xmax is the upper limit parameters [4]. 

The chosen level of the parameters with their units and notation are given in Table 2. 

 

 

3.3  Development of design matrix 

Design matrix chosen to conduct the experiments was central composite rotatable design. The design 

matrix comprises of full replication of 25(= 32), Factorial designs. All welding parameters in the intermediate 

levels (o) Constitute the central points and combination of each welding parameters at either is highest value (+2) 
or lowest (-2) with other parameters of intermediate levels (0) constitute star points. 32 experimental trails were 

conducted that make the estimation  of linear quadratic and two way interactive effects of  process parameters on 

clad geometry [5].  

 

3.4  Conducting experiments as per design matrix 

In this work Thirty two experimental run were allowed for the estimation of linear quadratic and two-

way interactive effects of correspond  each treatment combination of parameters on bead geometry as shown 

Table 3 at random. At each run settings for all parameters were disturbed and reset for next deposit. This is very 
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essential to introduce variability caused by errors in experimental set up. The experiments were conducted at 

SVS College of Engineering, Coimbatore, 642109, India.  

 

3.5  Recording of Responses 

For measuring the clad bead geometry, the transverse section of each weld overlays was cut using band 

saw from mid length. Position of the weld and end faces were machined and grinded. The specimen and faces 

were polished and etched using a 5% nital solution to display bead dimensions [6]. The clad bead profiles were 

traced using a reflective type optical profile projector at a magnification of X10, in M/s Roots Industries Ltd. 
Coimbatore. Then the bead dimension such as depth of penetration height of reinforcement and clad bead width 

were measured [6]. The profiles traced using AUTO CAD software. This is shown in Fig 4. This represents 

profile of the specimen (front side).The cladded specimen is shown in Fig. 5. The measured clad bead 

dimensions and percentage of dilution is shown in Table 4. 

 

 
I - Welding current; S - Welding speed; N - Contact tip to work distance; T - Welding gun angle; Ac – Pinch 
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3.6  Development of Mathematical Models 

The response function representing any of the clad bead geometry can be expressed as [7, 8, and 9], 

 

Y = f (A, B, C, D, E)        ------------- (3) 

Where,   

Y = Response variable  
A = Welding current (I) in amps 

B = Welding speed (S) in mm/min 

C = Contact tip to Work distance (N) in mm 

D = Welding gun angle (T) in degrees 

E = Pinch (Ac) 

The second order surface response model equals can be expressed as below 
 

 
 

Y = β0 + β1 A + β2 B + β3 C + β4 D + β5 E + β11 A
2 + β22 B

2 + β33 C
2 + β44 D

2 + β55 E
2 + β12 AB + β13 AC + β14 AD 

+ β15 AE + β23 BC + β24 BD + β25 BE + β34 CD + β35 CE+ β45 DE ------ (4)  
                                                                                                                       

Where, β0 is the free term of the regression equation, the coefficient β1,β2,β3,β4  andβ5 is are linear terms, 

the coefficients β11,β22, β33,β44  andß55 quadratic terms, and the coefficients  β 12,β13,β14,β15 , etc are the interaction 

terms. The coefficients were calculated by using MINITAB 15. After determining the coefficients, the 

mathematical models were developed. The developed mathematical models are given as follows. 

 

    ---------- (5) 

        ----------- (6) 

---------- (7) 

---------- (8) 

 

Clad Bead Width (W), mm = 8.923 + 0.701A +0.388B + 0.587C + 0.040D + 0.088E – 0.423A2 – 0.291B2 – 

0.338C2 – 0.219D2 – 0.171E2 + 0.205AB + 0.405AC + 0.105AD + 0.070AE–

0.134BC+0.225BD+0.098BE+0.26CD+0.086CE+0.012DE   ----------- (9)     

                                                                        

Depth of Penetration (P), mm = 2.735 + 0.098A – 0.032B + 0.389C – 0.032D – 0.008E – 0.124A2– 0.109B2 – 

0.125C2 – 0.187D2 – 0.104E2 – 0.33AB + 0.001 AC + 0.075AD +  

0.005AE-0.018BC+0.066BD+0.087BE+0.058CD+0.054CE–0.036DE --------- (10) 
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W-Width; R - Reinforcement W - Width; P - Penetration; D - Dilution % 

 

Height of Reinforcement (R), mm = 5.752 + 0.160A – 0.151B – 0.060C + 0.016D – 0.002E + 0.084A2 + 

0.037B2 – 0.0006C2 + 0.015D2 – 0.006E2 + 0.035AB + 0.018AC – 0.008AD – 0.048AE–0.024BC–0.062BD–

0.003BE+0.012CD–0.092CE–0.095DE.-----------(11) 

                                

 Percentage Dilution (D), % = 19.705 + 0.325A + 0.347B + 3.141C – 0.039D – 0.153E – 1.324A2 – 0.923B2 – 

1.012C2 – 1.371D2 – 0.872E2 – 0.200AB + 0.346 AC + 0.602 AD + 

0.203AE+0.011BC+0.465BD+0.548BE+0.715CD+0.360CE+0.137DE ---------- (12)                                                                           

 
Coefficient of internal shape (φa)= 3.6189 - 0.08077A +0.208B + 0.1300C - 0.09460D + 0.0255E – 0.07585A2 

– 0.0389B2 +0.044C2 – 0.1239D2 – 0.048E2 -0.06144AB - 0.1050AC +0.07987AD-0.050AE–

0.0822BC+0.12261BD-0.0045BE-0.14596CD-0.2552CE-0.08994DE ------------------ (13)                                                                            

 

Coefficient of external shape (φe)= 1.3065 -0.04433A +0.0614B - 0.0462C + 0.01345D - 0.06922E + 0.0189A2 

+0.0390B2 – 0.0514C2 + 0.04665D2 – 0.00479E2 + 0.05719AB + 0.05270AC + 0.06324AD + 0.05633AE–

0.05465BC-0.05404BD+0.00510BE+0.00410CD+0.05573CE-0.04192DE---(14)                                                                            

Co-efficient of the above polynomial equation where calculated by regression as given by equations (5) to (8) 
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3.7 Checking the adequacy of the developed models 

Analysis of variance (ANOVA) technique was used to test the adequacy of the model. As per this 

technique, if the F – ratio values of the developed models do not exceed the standard tabulated values for a 

desired level of confidence (95%) and the calculated R – ratio values of the developed model exceed the standard 

values for a desired level of confidence (95%) then the models are said to be adequate within the confidence 

limit [10]. These conditions were satisfied for the developed models. The values are shown in Table 5.Residual 

plots are shown in Fig 10. 

 

 
 

 

IV. CONFIRMATION EXPERIMENTS 
Experiments were conducted to verify the regression equations 4-7.Three weld runs used at different 

values welding current, welding speed, contact tip to work distance, welding gun angle and pinch other than that 
used in the design matrix. The results obtained found to be satisfactory and the results presented Table 6 

. 

 
 

V. RESULTS AND DISCUSSIONS 

5.1  Direct effects of welding variables on bead parameters. 

Based on the mathematical models developed for predicting the bead geometry and dilution the effect of 
welding process parameters on the above bead parameters were calculated and have presented graphically in Fig 

6-9.The effects of various process variables on the bead geometry are presented under various headings [11]. 

 

5.1.1  Effects of process variables on percent of dilution (D). 

Effect of welding current and welding speed on dilution is depicted in fig 6.This shows that dilution 

increases first and then decreases. This may be due to the fact that weight of the deposited metal per unit of 

length decreases when the welding speed increases. Percentage of dilution with increase with increase in welding 

current but effects are not much significant. 
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5.1.2  Effect of process variables on coefficients of shape of welds 

The weld shape coefficients give an indication of bead geometry. The coefficient of internal shape is the 

width to depth of penetration ratio and the coefficient of external shape is the ratio of width to height of 

reinforcement. Response surface graphs have been drawn to visualize the nature of response and the give 

satisfactory explanation about the interaction effects of process parameters on bead geometry. Fig 8 shows the 

interaction effect of contact tip to work distance (N) and welding current on percent of dilution (D).it is evident 

that when welding current id increased dilution is seems to be decreasing.Fig11depicts the effect of welding 

current(I) and  welding speed ( S) on coefficient of internal shape. It is evident from the figure that when welding 
speed is increased for all values of I but at the same time for a given speed the value of coefficients of internal 

shape decreases as the welding current is increased. Fig 13 depicts the interaction effects of welding current and 

welding speed on coefficient of external shape.  Coefficient of external shape is increased with the increases of 

welding current. Other interaction surface plots of various process parameters are shown in fig 6-9.Fig 11-12 

shows interaction effect of process parameters on coefficient of external and internal shape 

.
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VI. OPTIMIZATION OF PROCESS PARAMETER USING RESPONSE SURFACE 

METHODOLOGY 
Optimization procedure in RSM is initiated by picking several starting point, from which, searching for 

optimal factors continued. Two types of solutions are obtained for the search. First is local solution for each 

starting point there is a local solution. These solutions are best combinations for each factor settings found for the 

particular starting point. Next is global solution, there is only one global solution which is the best of all local 

solutions. Global solution is the best combination of factor settings for achieving desired responses. The 

optimum operating conditions for achieving desirable weld bead geometry are obtained using the statistical 

software, MINITAB 15. 

 

6.1 Results of optimization 

6.1.1 Single objective optimization 
(1) Objective: Minimization of depth of penetration. Optimum process parameters are I=225amp,      

S=182mm/min, N=26mm, T=110degree, Ac=10and Predicted response, P=1.6mm. 

(2). Objective: Maximizing the reinforcement. Optimum process parameters I=300amo, S=182mm/min, 

N=26mm, T=110degree, Ac=-10Predicted response, R=7.2875mm.  

(3). Objective: Maximizing the Bead width. Optimum process parameters I=300amp, S=150mm/min, N=26mm, 

T=70 degree, Ac=-10Predicted response W=15mm.  

(4). Objective: Maximizing the Coefficient of external shape. Optimum process parameters I=280amp, 

S=148mm/min, N=24mm, T=68degree, Ac=-8Predicted response, (φe) = 1.3. 

(5) Objective: Minimizing coefficient of internal shape .Optimum process parameters. I=300amp,   

S=150mm/min, N=26mm, T=70degree, Ac=-10Predicted response, (φa) = 3.9. 

(6) Objective: Minimizing percent of dilution. Optimum process parameters are I=300amp, S=150mm, 
N=26mm, T=70deg, Ac=-10 Predicted response, D%=11.2. 

       The typical (sample) optimization plots for single objective optimization are shown in Fig 14 and Fig 15. 
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6.2 Multi –objective optimization. 

As for cladding is concerned the desirable weld bead geometry is one which has maximum depth of 

penetration minimum bead width, minimum reinforcement and minimum percentage of dilution .This can be 

achieved by adopting multi objective optimization procedure. To identify the combination of input that jointly 

optimizes the responses such as penetration, reinforcement, and bead width, dilution, coefficient of external and 

internal shape were optimized using RSM. 

The optimization procedure was carried out using MINITAB 15 with multiple objectives as maximizing 

penetration and coefficient of external shape, minimizing reinforcement, dilution, bead width and coefficient of 
internal shape. The optimum parameter setting so obtained for achieving the objectives are 

I=300amps.S=166mm/min, N=12mm, T=75 degree, Ac=-5. And the optimization plot is depicted in fig 16. 

 

 
                               

VII. CONCLUSIONS 

1. Regression models were developed using RSM to predict weld bead geometry for 317L stainless steel wire 

on to IS 2062 structural steel plates. 

2. Confirmation experiments showed that developed models are reasonably accurate. 

3. It was found that welding current plays an important role in influencing bead geometry. 

4. Multi objective optimization by RSM using MINITAB 15 was efficiently carried out. 
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Abstract:  There is an urgent need for improving security in banking region. With the birth of the Automatic 

Teller Machines, banking became a lot easier though with its own troubles of insecurity. Due to tremendous 
increase in the number of criminals and their activities, the ATM has become insecure. ATM systems today use 

no more than an access card and PIN for identity verification. The recent progress in biometric identification 

techniques, including finger printing, retina scanning, and facial recognition has made a great efforts to rescue 

the unsafe situation at the ATM. This research looked into  the development of a system that integrates facial 

recognition technology into the identity verification process used in ATMs. An ATM model that is more reliable 

in providing security by using facial recognition software is proposed .The development of such a system would 

serve to protect consumers and financial institutions alike from intruders and identity thieves. This paper 

proposes an automatic teller machine security model that would combine a physical access card, a PIN, and 

electronic facial recognition that will go as far as withholding the fraudster‟s card. If this technology becomes 

widely used, faces would be protected as well as PINs. However, it obvious that man‟s biometric features 

cannot be replicated, this proposal will go a long way to solve the problem of Account safety making it possible 
for the actual account owner alone have access to his accounts. The combined biometric features approach is to 

serve the purpose both the identification and authentication that card and PIN do. 

  

Keywords:  ATM, Security, Face, Verification, Fraud, PIN, etc 

  

I. INTRODUCTION 
To use an  ATM with facial recognition system, all you need is walk to the atm. its digital camera is on 

24hours a day, and its computer will automatically initiate a face recognition procedure, whenever the computer 

detects a human face in camera obtains a picture of your face, the computer compares the image of your face to 

the images of registered customers in its database .If your face (as seen by the ATMs camera) matches the 

picture of the in the data base you are automatically recognized by the machine. 

The machine will then play a recording will be heard through a loudspeaker, the recording will say” 

your face is recognized”.  
ATM is one such machine which made money transactions easy for customers to bank. The other side 

of this improvement is the enhancement of the culprit‟s probability to get his „unauthentic‟ share. Traditionally, 

security is handled by requiring the combination of a physical access card and a PIN or other password in order 

to access a customer‟s account. This model invites fraudulent attempts through stolen cards, badly-chosen or 

automatically assigned PINs, cards with little or no encryption schemes, employees with access to non-

encrypted customer account information and other points of failure. Our paper proposes an automatic teller 

machine security model that would combine a physical access card, a PIN, and electronic facial recognition. By 

forcing the ATM to match a live image of a customer‟s face with an image stored in a bank database that is 

associated with the account number, the damage to be caused by stolen cards and PINs is effectively neutralized. 

Only when the PIN matches the account and the live image and stored image match would a user be considered 

fully verified. The main issues faced in developing such a model are keeping the time elapsed in the verification 
process to a negligible amount, allowing for an appropriate level of variation in a customer‟s face when 

compared to the database image, and that credit cards which can be used at ATMs to withdraw funds are 

generally issued by institutions that do not have in-person contact with the customer, and hence no opportunity 

to acquire a photo. Because the system would only attempt to match two (and later, a few) discrete images, 
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searching through a large database of possible matching candidates would be unnecessary. The process would 

effectively become an exercise in pattern matching, which would not require a great deal of time. With 

appropriate lighting and robust learning software, slight variations could be accounted for in most cases. 

Further, a positive visual match would cause the live image to be stored in the database so that future 

transactions would have a broader base from which to compare if the original account image fails to provide a 

match – thereby decreasing false negatives. 

When a match is made with the PIN but not the images, the bank could limit transactions in a manner 
agreed upon by the customer when the account was opened, and could store the image of the user for later 

examination by bank officials. In regards to bank employees gaining access to customer PINs for use in 

fraudulent transactions, this system would likewise reduce that threat to exposure to the low limit imposed by 

the bank and agreed to by the customer on visually unverifiable transactions. 

In the case of credit card use at ATMs, such a verification system would not currently be feasible 

without creating an overhaul for the entire credit card issuing industry, but it is possible that positive results 

(read: significant fraud reduction) achieved by this system might motivate such an overhaul. 

The last consideration is that consumers may be wary of the privacy concerns raised by maintaining 

images of customers in a bank database, encrypted or otherwise, due to possible hacking attempts or employee 

misuse. However, one could argue that having the image compromised by a third party would have far less dire 

consequences than the account information itself. Furthermore, since nearly all ATMs videotape customers 
engaging in transactions, it is no broad leap to realize that banks already build an archive of their customer 

images, even if they are not necessarily grouped with account information 

. 

II. COMBATING AUTOMATED TELLER MACHINE FRAUDS THROUGH FACIAL 

RECOGNITION ATM    TECHNOLOGY 
ATMs have brought so much relief to the financial world. Various problems were solved with the 

advent of these machines ranging from keeping the banking hall free of traffic with its attendant issues. Gone 
are the days of maintaining long queues in the banking hall which made the work of bankers more difficult thus 

leading to all forms of errors. Even to customers, having to leave the comfort of their homes for financial 

transactions before bankers close for the day‟s business is a major problem solved by Automated Teller 

Machines. However, as man begins to realize the gains of technology brought about by this machine to 

supplement human tellers, little did one know that the joy shall be short lived by the various sharp practices 

leading to financial losses. 

As banks are losing, so are the customers. News Media are filled with various forms of complaints on 

how users are losing money to fraudsters. Some have vowed never to come near usage of various cards – debit, 

credit or prepaid– local or international. The problem may even go as deep as engaging in legal battle between 

banks and their customers. The need to find a lasting solution is the main focus of this paper.  

 

2.1 Present Controls 
Considering the volume of transactions being processed by several branches of a commercial bank, 

proper control in form identification and authentication should be in place.Several control measures have been 

put in place to ensure interests of all concerned parties such as issuers, acquirers, third party processors, 

switching companies and cardholders are protected. Some of the controls in place include: 

 

About ATM 

 Well lit up to discourage shady deeds at night 

 Fortified with camera for footage 

 Keypad protector against key logger and shoulder surfing 

 Dual control of physical access to the machine 

 Default password disabled to avoid unauthorized access 

 Lines of demarcation between a current user and the next person on the queue to prevent 

      shoulder surfing. 

 Timely reconciliation of cash loading with ATM Till account 

 Surveillance through physical monitoring and CCTV cameras 

 

B. About Cards 

 Strong algorithms are used in generating PANs 

 Storage of card details is done on protected systems 

 Card details (such as PAN, expiry date) are jealously guarded. 

 While communicating, PAN is masked 
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 Strong Encryption is used when transferring files especially, between TPP and Issuer 

 Magnetic stripe type is outlawed in some countries to avoid card cloning. 

 Some restrictions are placed on cards in terms of allowable transactions and withdrawal limits 

 

C. About PIN 

 Where PIN mailers are used, they are not dispatched at the same time with the cards and usually through a 

different medium. 

 PIN selectable options are used to prevent insider compromise 

 PINs are masked during usage against shoulder surfing. 

 

III.  SECURING CUSTOMERS THROUGH   FACIAL RECOGNITION 

AUTHENTICATION 
ATM usage usually, works on two-factor authentication requiring something you have and something you know 
or you are. To use an ATM presently, demands having a card that has to be authenticated by PIN as a second 

factor authentication. To aid memory, some users write their PINs in diaries or store them on some other 

unprotected devices. 

The moment the card is accessible, PIN is guessed or obtained through other means such as social engineering, 

shoulder surfing or outright collection under duress. Recently, Biometric ATMs are introduced to be used along 

with card. This will definitely impact on the amount frauds if fully implemented. Further development has 

produced biometric authentication in Japan where customers face is used as a means of authentication. Phil 

(2012),examined the “You are the cash card” roll out in Japan where authentication is just by your face, PIN and 

the card. 

 

3.1 Secure Atm By Facial Recognition Technology (Image Processing) 

To use an  ATM with facial recognition system, all you need is walk to the atm. its digital camera is on 
24hours a day, and its computer will automatically initiate a face recognition procedure, whenever the computer 

detects a human face in camera obtains a picture of your face, the computer compares the image of your face to 

the images of registered customers in its database .If your face (as seen by the ATMs camera) matches the 

picture of the in the data base you are automatically recognized by the machine. 

An Image may be defined as a two dimensional function f (x,y) where x and y are spatial(plane) 

coordinates x, y is called intensity or gray level of the image at that point. When x, y and the amplitude values of 

f are all finite, discrete quantities, we call the image a digital image. 

Interest in digital image areas: improvement of pictorial information for human interpretation: and 

representation for autonomous machine perception. 

The entire process of Image Processing and starting from the receiving of visual information to the 

giving out of description of the scene, may be divided into three major stages which are also considered as 
major sub areas, and are given below 

Discretization and representation: Converting visual information into a discrete form 

 

3.2 Methodology 

The first and most important step of this project will be to locate a powerful open-source facial 

recognition program that uses local feature analysis and that is targeted at facial verification. This program 

should be compilable on multiple systems, including Linux and Windows variants, and should be customizable 

to the extent of allowing for variations in processing power of the machines onto which it would be deployed. 

We will then need to familiarize ourselves with the internal workings of the program so that we can learn its 

strengths and limitations. Simple testing of this program will also need to occur so that we could evaluate its 

effectiveness. Several sample images will be taken of several individuals to be used as test cases – one each for 
“account” images, and several each for “live” images, each of which would vary pose, lighting conditions, and 

expressions. 

Once a final program is chosen, we will develop a simple ATM black box program. This program will 

serve as the theoretical ATM with which the facial recognition software will interact. It will take in a name and 

password, and then look in a folder for an image that is associated with that name. It will then take in an image 

from a separate folder of “live” images and use the facial recognition program to generate a match level between 

the two. Finally it will use the match level to decide whether or not to allow “access”, at which point it will 

terminate. All of this will be necessary, of course, because we will not have access to an actual ATM or its 

software. 

Both pieces of software will be compiled and run on a Windows XP and a Linux system. Once they are 

both functioning properly, they will be tweaked as much as possible to increase performance (decreasing the 

time spent matching) and to decrease memory footprint. 
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Following that, the black boxes will be broken into two components – a server and a client – to be used 

in a two-machine network. The client code will act as a user interface, passing all input data to the server code, 

which will handle the calls to the facial recognition software, further reducing the memory footprint and 

processor load required on the client end. In this sense, the thin client architecture of many ATMs will be 

emulated. 

We will then investigate the process of using the black box program to control a USB camera attached 

to the computer to avoid the use of the folder of “live” images. 
Lastly, it may be possible to add some sort of DES encryption to the client end to encrypt the input data and 

decrypt the output data from the server – knowing that this will increase the processor load, but better allowing 

us to gauge the time it takes to process. 

 

3.2.1   Flow Chart of The Operation 

 
 

3.3   FACE RECOGNITION SOFTWARE: 
Face recognition technology: Ideal for access control, financial transactions and ATM machines. 

 

3.3.1  The face key recognition technology performs the following tasks: 

 Locates a moving object within the camera view 

 Determines if the moving object is face 

 Compares live faces with samples from database 

 Face recognition technology can work with both low resolution USB 

 Cameras and low or high resolution CCTV cameras 

 

3.3.2  Face capturing technology: Captured and stored with time and date. 

Face finding technology captures all the faces in a cameras view .Then is stores each image in a 
separate folder for quick reviews-or for use with another face key technology. Each face is saved with a time 

and date stamp. In addition to faces, facial profiles and images of human bodies can be captured and stored. 

 

Search and match advisory technology: 

Search and match advisory technology is available to assist in the identification of facial images 

extracted from the video stream or from a watch list database. This function operates by comparing a subject‟s 

photo to a database of faces and selecting the faces from the database which look the most like the subjects 

face….your face is your key. 
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3.4   Atm Fraud Types To Be Prevented By Atm Facial Recognition Technology  

 Unauthorised financial operations using lost or stolen cards and pin codes which many inexperienced card 

owners write down on a card or sore the PIN  code together with the card. 

 Fraud based on Trust- The card or its duplicate can be used by a fraudster without the permission of the 

card owner. 

 Installation of additional devices that allow the reading of a cards magnetic stripe and save on video 

numerical combinations typed on cash machine keyboard. 
 

3.5 ATM Security - Importance of ATM Security 

Importance of ATM security 

Having a solid security to ATMs is very vital for banks to maintain their quality service and reputation. Most 

leading and established banks do consider this fact as a top priority when you have a reliable security to your 

ATMs there are many positive outcomes. Mainly you will win the customers‟ trust and loyalty, reduction of 

financial losses due to technical and non-technical robberies, and added security will improve the rate of 

transactions and eventually the banks can profit through it. 

 

3.6 Advantages Of Facial Recognition Technology 

Eradicate Fraud costs for the bank 
*     Deliver a practical and workable solution that addresses the requirements of the regulatory authorities. 

*     Limit the financial risks given that they were forced to take responsibility for financial loss [rather than 

being allowed to pass this on to the account-holder] 

*     Provide a framework that still allowed for high withdrawal limits to cater for the demands of a cash-focused 

customer base 

*     Take societal responsibility to reduce rising levels of crime that were associated with cash-card transactions 

*     Increase customer satisfaction 

 

For the account-holder, the potential advantages are: 

*    Different charges for transactions given that the transaction takes place in a more secure manner 

*    Higher withdrawal and transaction limits 

*    Peace of mind given the higher level of security applied to the account 

 

IV. CONCLUSION 
We thus develop an ATM model that is more reliable in providing security by using facial recognition 

software. By keeping the time elapsed in the verification process to a negligible amount we even try to maintain 

the efficiency of this ATM system to a greater degree. 

Biometrics as means of identifying and authenticating account owners at the Automated Teller 

Machines gives the needed and much anticipated solution to the problem of illegal transactions. In this paper, 

we have tried to proffer a solution to the much dreaded issue of fraudulent transactions through Automated 

Teller Machine by biometrics that can be made possible only when the account holder is physically present. 
Thus, it eliminates cases of illegal transactions at the ATM points without the knowledge of the authentic owner. 

Using a biometric feature for identification is strong and it is further fortified when another is used at 

authentication level. 
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Abstract: Now a day`s each and every where we are using client-server communication for different 

information service systems. Normally client server communication can be differentiating by using IP Address 

and Protocol Port number from one machine to another machine. In network environment we are already having 

DOS/DDOS Attacks Another Subset of this attack scenario is DOS/DDOS attack is Application Denial of 
Service(ADOS)attack ,In this the adversary attacks open Ports/Ideal ports present at server side  for this the 

adversary Know need huge machines ,zombie systems and no need sending packets of data with high 

bandwidth. To control this type of A-DOS attacks the existing enterprise security devices are not suitable like 

firewalls, anti-viruses and IDS/IPS Systems why because the adversary not using high bandwidth, spam 

messages, zombie`s or botnet`s  for their attack scenarios. 

To safeguard this type of DOS/DDOS or Application denial of service attacks we are having some port 

hopping mechanisms i.e Port hopping by using Pseudo Random Number Generation (PRNG)based port hopping 

,Acknowledgement based port hopping and proactive Reinitialization based on this existing once and their 

disadvantages   like in PRNG attackers can predict the random number generation by using pre-calculated list or 

based on mathemathical functions .we introduce new port hopping technique i.e True Random Number 

Generation based port hopping  
 

Keywords:  DOS/DDOS attacks, Application Denial of Service attacks (ADOS), Zombie Systems, PRNG, True 

Random Number Generation. 

 

I. INTRODUCTION 
The Internet is becoming increasingly pervasive everyday with the emergence of new wireless 

technologies and devices that provide anytime anywhere access to the Internet. Today, hosts connected to the 

Internet include mainly servers and client computers, PDA etc. In the future, other devices such as embedded 

appliances, cars and anything that runs on electricity will be connected, especially with the emergence of 

IPv6.These hosts will benefit enormously from the Internet connectivity. However, when they are connected to 

the Internet, they will become potential attack targets. Presently, conventional enterprise security mechanisms, 

such as firewall and intrusion detection/prevention systems (IDS/IPS) are used to provide managed security 
services in an enterprise or ISP framework. As we have more types of devices and applications connected, the 

current security measures will not be appropriate for the new paradigms.  

Consequently, new and simple security methodologies are needed to address the new security concerns 

of new types of devices or appliances, which typically run very simple applications. One of the main threats of 

Internet security is DoS (Denial of Service) and DDoS (Distributed DoS) attacks . Such attacks have paralyzed 

high profile web sites. Although there has been less publicity since then, research and measurements [2] have 

shown that the attacks are still raging on day to day. As such devices typically have lower networking 

bandwidth and computing resources, they are more vulnerable to such attacks as compared to servers protected 

by layers of firewalls and IDS/IPS. Many techniques have been proposed and studied to address the problem of 

DoS(or)DDoS attacks. However, the drawback of most approaches is they are complex and that significant 

changes to the Internet routers are generally required. 
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II. GENERAL CLIENT SERVER COMMUNICATION 
The client–server characteristic describes the relationship of cooperating programs in an application. 

The server provides a function or service to one or many clients, Iinitiate requests for such services. The model 

assigns any one roles to the computers in a network: Client or server. A server is a computer system that shares 

its resources; a client is a computer or computer program that initiates communication with a server in order to 
make use of a resource. Data, CPUs, printers, and data storage devices are some examples of resources. Clients 

and servers exchange information in a request-response messaging pattern. The client sends a request message, 

and the server returns a response message. This sharing of computer system resources is called time-sharing, 

because it allows multiple applications and servicess to use the computer's resources at the same time. All client-

server protocols operate in the application layer. 

 

III. IP ADDRESS AND PORT NUMBERS IN OSI REFERENCE MODEL 

In computer network programming, the application layer is an abstraction layer reserved for 

communications protocols and methods designed for process-to-process communications through an Internet 
Protocol (IP) computer network. Application layer protocols use the underlying transport layer protocols to 

establish host-to-host connections. 

In the OSI model, the definition of its application layer is narrower in scope. The OSI model states the 

application layer as being the user interface. The OSI application layer is responsible for displaying data/ 

Information and images to the user in a human understanding format and to interface with the presentation layer 

below it. The transport layer is responsible for giving services to the application layer it receives services from 

the network layer. 

 

1.1 Process-to-Process Communication 

The responsibility of a transport-layer protocol is to provide process-to-process communication. A 

process is an application-layer entity that uses services of the transport layer. The network layer is responsible 
for communication at the computer system level (host-to-host communication). A network layer protocol can 

deliver the message only to the destination computer system. However, this is an incomplete delivery. The 

message still needs to be handed to the correct process. This is where a transport layer protocol come into 

picture. A transport layer protocol is responsible for delivery of the message to the appropriate process [3]. 

Figure 1 shows the domains of a network layer and a transport layer. 

 

 
Figure 1.Network layer vs Transport layer 

 

Although there are a few ways to achieve process-to-process communication, the most common thing is through 

the client-server paradigm. A process on the local host, called a client, needs services from a process usually on 

the remote host system, called a server. Both processes (client and server) have the same name. For 

communication, we must define the 

 Local host 

 Local process 

 Remote host 

 Remote process 

The local host and the remote host are stated using IP addresses. To define the processes, we need 

second identifiers called port numbers. The port numbers are integers between 0 and 65,535.The client program 

defines itself with a port number, called the ephemeral port number[3]. The word ephemeral means short lived 

and is used because the life of a client is normally short time. An ephemeral port number is recommended to be 

greater than 1,023 for some client/server programs to work correctly. The server process must also define itself 

with a port number. This port number, however, cannot be chosen randomly. If the computer at the server site 

runs a server process and assigns a random number as the port number, the process at the client side that wants 
to access that server and use its services will not know the port number. TCP/IP has decided to use universal 
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port numbers for servers known as well-known port numbers[3]. There are some exceptions to this type of rule, 

for example, there are clients that are assigned well-known port numbers. Every client process knows the well-

known port number of the corresponding server process. For example, while the daytime client process, can use 

an ephemeral (temporary) port number 52,000 to identify itself instead of original port number, the daytime 

server process must use the well-known (permanent) port number 13. Figure 2 shows  concept of port numbers 

in transport layer. 

 

 
Figure 2.Port numbers used at transport layer 

 

It should be clear by now that the IP addresses and port numbers play different roles in selecting the 

final destination of data. The destination IP address defines the host among the different hosts in the world. 

After the host has been selected, the port number defines one of the processes on this particular host 

 

1.2 ICANN Ranges 

ICANN has divided the port numbers into three ranges: well-known, registered, and dynamic (or private). 
 

 
Fig 4.ICANN ranges 

Well-known  ports. 

The ports ranging from 0 to 1,023 are assigned and controlled by ICANN. These are the well-known ports. 

 

Registered ports.  

The ports ranging from 1,024 to 49,151 are not assigned or controlled by ICANN. They can only be registered 

with ICANN to prevent duplication of port numbers. 

 

Dynamic ports. 

The ports ranging from 49,152 to 65,535 are neither controlled nor registered. They can be used as 

temporary or private port numbers. The original recommendation was that the ephemeral port numbers for 

clients be chosen from this range.  
 

IV. APPLICATION DENIAL OF SERVICE ATTACKS 
Application DoS attacks exploit flaws in the application layer design and implementation to prevent 

authorized access to the victim’s services[4]. They represent a set of attacks on different applications, as they are 

aimed specifically at disrupting operation rather than diverting the application access controls. Attacks based on 

exploiting these flaws can offer the attacker a number of advantages over traditional DoS attacks: 

•    Application DOS attacks are efficient: The attacker may not need as much resource machines at their 

disposal to successfully complete the attack. Application level attacks target bottlenecks and resources 

limitations within the application not use large amount of bandwidth and do not require many compromised 
“zombie” systems.  

•    The attacks will not be detectable or preventable by existing enterprise security monitoring solutions: Since 

the attacks do not consume more amounts of bandwidth and it maybe indistinguishable from normal traffic. 

•     Application DOS attacks are harder to trace: Application level attacks normally use HTTP or HTTPS as 

their transport communication. Many of these proxy servers do not keep logs of connection attempts and 

could therefore successfully hide the true origin of the attacking host. Proxy servers can therefore be used to 

obfuscate the true origin of the attacker.  
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Distributed denial of service (DDoS) attacks size and frequency grown dramatically as attackers take 

advantage of botnets and other high-speed Internet access technologies to overwhelm their victim’s network 

infrastructure. 

Arbor Networks’ sixth annual report[5] on ADDOS attacks: A small serve on this Application DDOS 

attacks is Worldwide Infrastructure Security Report has shown that not only are DDoS attacks getting larger and 

more frequent, but they are also becoming more sophisticated as they pinpoint specific applications with 

smaller, more targeted and stealthy attacks. This means that Internet Service Providers (ISPs) with complex 
services must now be prepared to protect themselves from different types of DDoS attacks: 

1) Volumetric DDoS Attacks: Network infrastructure and servers block with high-bandwidth-consuming flood 

attacks. Trace backing and detection is easy with enterprise security devices.  

2) Application-Layer DDoS Attacks: This attempt to target specific well-known applications such as 

Hypertext Transfer Protocol (HTTP), Voice over Internet Protocol (VoIP) or domain name system 

(DNS).Trace backing and Detection is not possible. 

 

 
Fig 5. Layer 7 DDoS Attacks: Application-layer attacks are on the rise, according to Arbor’s sixth annual 

Report. In other words, ISPs and enterprises must now be prepared to protect themselves from two very 

different types of DDoS attacks: 

 

Volumetric DDoS Attacks 

These attacks try to overwhelm the network infrastructure (e.g., switches, routers, etc.) with bandwidth-

consuming such as Internet Control Message Protocol (ICMP) or User Datagram Protocol (UDP) floods. 

Alternatively, they can attempt to overwhelm servers, load-balancers and firewalls by using Transmission 
Control Protocol (TCP) state exhaustion attacks such as TCP SYN floods and idle session attacks e.t.c. 

 

Application-Layer DDoS Attacks 

These attacks generally consume low bandwidth and when compared to volumetric attacks. However, 

they can have a similar impact to service as they target specific characteristics of well-known applications such 

as HTTP, DNS, VoIP or Simple Mail Transfer Protocol (SMTP) e.t.c. 

  

V. EXISTING PORT HOPPING TECHNIQUES 
This port hopping technique is compatible with the UDP and TCP protocols and can be implemented 

using the socket communications for the UDP protocol, and for setting up TCP communications [2]. Secure 

Overlay Service (SOS) that proactively mitigates DoS attacks. It is geared towards supporting services or 

similar types of communications. The architecture is constructed using a combinations of secure overlay 

tunneling[2], routing via consistent hashing and filtering mechanisms. Again, the drawback of this scheme is the 

necessity to make changes to the Internet infrastructure routers. Netbouncer for DoS/DDoS mitigation which 

proposed to test the legitimacy of arrival incoming packets. This approach is an end point based solution to 

DoS/DDoS protection, in that changes are made to the servers or clients, but not to the Internet routers. The tests 

are carried out by the end hosts, and can be conducted at the network layer (IP), transport layer (TCP) 

application layer. For example, at the IP layer, the end host can test if the IP address in an arrival incoming 

packet is associated with a live host. Such test can be carried out using ICMP echo messages. The key issue of 

this approach is to find a simple and effective test. 
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1.3 Random Number Generation Port Hopping Mechanism 

To controling Application Denial of service attacks we are having some port hopping and 

reinitialization mechanisms. 

PRNGs are algorithms that use mathematical formulae or simply precalculated list of tables to produce 

sequences of numbers that appear randomly. A good example of a PRNG is the linear congruential method. A 

good deal of research has gone into pseudo-random number theory, and modern algorithms for generating 

pseudo-random numbers are so good that the numbers look exactly like they were really random. Change the 
server’s port numbers dynamically[2] as a function of time. In this, time is divided into discrete slots Si, where i 

= {0, 1, 2....}, each of duration τ . In conventional TCP/UDP services, the port number used is unchanged for a 

specific communication interval. In this scheme, different port numbers are used in  different time slots for the 

same communication service .Let Pi represents the port number used by the server in time slot Si.Pi is 

determined by equation (1), where k is a shared cryptographic key between the server and the client 

communication and f is a pseudo-random number generator. Pi = f(i, k)        ………(1) 

When a client needs to communicate with the server, it will identify the server’s current port number Pi 

using the shared secret key k and the time slot number i. When the server receives packets of data that carry 

“invalid” port numbers, they can be easily detected and filtered off. There is no need for the server to examine 

the contents of the packets in order to identify if a packet is malicious. As a result, the computational resources 

needed to detect and filter off the malicious data packets is reduced. In this l as the overlapping time slot factor. 
This parameter is used to address two issues: the time synchronization error between the client side and the 

server side, and the transmission delay between them. This mechanism reserves a part of the previous and next 

time slot to allow for packet exchange taking place near the boundaries of significant time slots. Let ti be the 

start of time slot i and Pi be the associated port number. Then Pi is defined to be valid from time (ti − τ) to (ti+1+ 

 τ ) .  

For example, When l = 0, a port number is valid only within a specific time  port does not increase the 

chance of a security breach, as a single application is listening on all open ports. Give a generic analysis of the 

communication success rate over a port-based rationing channel in different attack situations. In this 

differentiate between directed attacks, where the adversary knows the port used and blind attacks, in which the 

adversary does not know the port. Not surprisingly, Directed attacks are extremely harmful:  that it will have to 

resort to blind attacks. Our basic idea is to change the filtering criteria in a manner that cannot be predicted by 

the adversary. This port-hopping approach minimizes the technique of a frequency-hopping spread spectrum in 

radio communication channel In earlier work, Presented Drum [4], a gossip based multicast protocol resistant to 

DoS attacks. Drum does not use pseudorandom port hopping, and it heavily relies on well-known ports that can 

be easily attacked. Therefore, Drum is far less resistant to DoS attacks than the protocol present here. Describe a 

protocol that allows for DoS-resistant from A, and these acks allow the parties to hop through ports together. 
However, although the ack-based protocol works well as long as the adversary fails to attack the correct port, 

once the adversary identifies the port used, it can perform directed attack that renders the protocol useless. By 

attacking the found data port or simultaneously attacking the found data and ack ports, the attacker can 

effectively drop the success rate to 0,no port hopping will occur. To solve this matter, there is a time-based 

proactive reinitialization of the ports used for the ack-based  protocol communication, independent of any 

messages passed in the system. 

 

1.4 Ack-Based Port Hopping 

We present an ack-based port-hopping[6] protocol, which uses two port-based rationing 

communication channels, from B to A  and vice versa. For simplicity, we assume that RAB = 2RBA= 2R. B 

always keeps two open ports for data reception from A, and A keeps one port open for acks from B. The 

protocol hops ports upon a successful round-trip on the most recent port used, using a pseudorandom function 
PRF*. In order to avoid hopping upon adversary messages, all protocol messages carry authentication 

information, using a second pseudorandom function PRF on {0,1}*. If Acknowledgement lost then attacker can 

attack blind attacks 

.  

1.5 Adding Proactive Reinitializations 

Introduce a proactive reinitialization[6] mechanism that allows choosing new seeds for the ack-based 

protocol depending on time and not on the messages passed in the system. We denote by tA(t)|tB(t)the local 

clocks of A and B, respectively, where t is the real time. In this we get that 0≤|tA(t)≤Ф, 0≤|tB(t)-t|≤Ф here also 

assume that tA, tB ≥ 0. If A reinitializes the ack-based protocol then sends a message to B at time tA(t0), this 

message can reach B at anywhere in the real-time interval(t0,t0+∆]. Therefore, the port used by A at tA(t0) must 

be opened by B at least throughout this interval session. To handle the extreme case where A sends a message at 

the moment of reinitialization, B must use the appropriate suitable port starting at time tB(t0)-Ф. We define δ as 

http://en.wikipedia.org/wiki/Linear_congruential_generator


American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  
 

Page 199 

the number of time units between  reinitializations of the protocol and assume for simplicity and effectiveness of 

resource consumption that δ > 4Ф + ∆. Every δ time units, A sends a new seed value to the ack-based protocol, 

and B anticipates it by creating a new instance of the protocol, which waits on the new expected ports. Once 

communication is established using the new protocol instance or once it is clear that the old instance is not going 

to be used anymore, the old instance is terminated. 

 

1.6 PRNG Port hopping Disadvantages 

 PRNGs generate random numbers based on mathematical formulae or precalculated list, so attacker can 

esily predict or know the random numbers. 

 Deterministic: Given sequence of numbers may be reproduced later date if know the starting point in the 

sequence. 

 PRNGs are periodic: Means that the sequence will eventually repeat at any point  itself . 

 

VI. NEW TRNG PORT HOPPING 
TRNGs extract randomness from physical phenomena and introduce it into a computer system. We can 

imagine this as a die connected to a computer system. The physical phenomenon can be very simple, like the 

little variations in somebody's mouse movements or in the amount of time between keystrokes. In practice, 

however, we have to be careful about which source you chosen. For example, it can be tricky to use keystrokes 

in this one, because keystrokes are often buffered by the computer operating system, meaning that several 

keystrokes are collected before they are sent to the programming waiting for them. To a program waiting for the 

keystrokes, it will seem as though the keys were pressed almost simultaneously, and there may not be a lot of 

randomness there after all. 

However, there are many other ways to get true randomness into computer system. A really good 

physical phenomenon to use is a radioactive source. The points in time at which a radioactive source decays are 

completely unpredictable by the persons, and they can quite easily be detected and fed into a computer system, 

avoiding any buffering mechanisms in the operating systems. Another suitable physical phenomenon is 

atmospheric noise, which is quite easy to pick up with a normal radio changes. Another one is background noise 
from an office or laboratory, but you will have to watch out for different patterns. The fan from computer might 

contribute to the background noise, and since the fan is a rotating device, chances are the noise it produces won't 

be as random as atmospheric noise. In this way we can implement different TRNG sources and generate 

different random numbers for port hopping. 

 

 
The above table represent the difference between the Pseudo Random Number Generation and True Random 

Number Generation based on some characteristics. 

 

VII. CONCLUSION 
In this one we are given general client server communication by using IP Address and protocol port 

number. How adversaries can pose DOS/DDOS and Application Denial of Service (ADOS) attacks in client 

server environment. Given control measures of DOS/DDOS Attacks (like Firewalls ,Anti-viruses and IDS/IPS) 

and mitigating ADOS by Pseudo Random Number Generation (PRNG) port hopping based on disadvantages 

like prediction of next port number by using PRF and pre calculated lists. Introduce secure Random number 

generation i.e True Random Number Generation (TRNG) based port hopping. 
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Abstract: The aim of this paper is to give an original mathematical model that describes the heat exchange 

between the main components of a thermal solar collector in an Integrated Solar Combined Cycle (ISCC) plant. 

The obtained model is used to perform easier simulations of the studied system and gives the temperature 

evolutions of the heat transfer fluid and of the metal tube receiver. The model could also be used to optimize the 
solar collector design according to desired objectives.  

 

Keywords:  Distributed parameter systems, heat transfer fluid, modelling, solar parabolic trough collector. 

 

I. INTRODUCTION 
The fight against the problem of climate change caused by pollution of air and water is increasing. It 

becomes overwhelmingly urgent. This is mainly due to the continued exploitation of fossil fuels resources. It is 

therefore essential to find a solution allowing production of CO2-free energy to meet our daily and industrial 

needs. The solar energy is one of the renewable energies. It is free and especially clean, and can perfectly help 

to solve this problem. The exploitation of this energy would be useful and more advantageous in solar plants by 

concentrating the sunlight. This energy can be stored as heat energy for 12 hours by using as heat transfer fluid 

the molten salt, the stone or the phase change materials. 

The process of concentrating solar energy can be achieved by a system based on concentration of 

lenses, or reflective mirrors such that the sunrays converge onto a target of a smaller size and located at the 

focal plan of this surface. 
Generally, there are two main methods used to perform the concentration of solar energy (see Fig. 1): 

 Line-focusing systems: linear concentration. 

 Point-focusing systems: concentration point. 

In the first class, there are two types of solar plant: solar power tower (Big Solar Furnace in Odeillo, 

France, 1MW), and solar power of parabolic Dish-Stirling (Dish Stirling prototype plants of 10 kW each in 

Almeria, Spain). 

In the second class, we find two types of solar plant: solar plant of parabolic trough (Nevada Solar One 

Power Plant, 64MW and Ain Beni-Mathar solar plant northeast Morocco, 472 MW), and solar plant of Fresnel 

linear collectors ( PE1 solar plant in Murcia, Spain, 1.4 MW). 

 

   
Fig. 1:  Different methods for solar concentration 
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The thermodynamic solar power plants (known concentration in Fig. 2) use a lot of mirrors that make 

direct the solar rays to a heat transfer fluid to be heated at high temperatures. For this reason, the reflecting 

mirrors have to follow the sun’s movement to collect and concentrate a maximum rate of solar radiation 

throughout the solar cycle used. The heat produced by the heat transfer fluid will be used to generate electricity 

using steam turbines or gas. 

 

   
Fig.  2:  Different types of solar concentration plants [1] 

 

The technology of thermodynamic solar has current applications as power generation, solar power 

booster, and generation of steam for industrial processes. 

In this paper, we are interested in solar plant of parabolic trough and specifically in solar plant which 

operating with the Integrated Solar Combined Cycle (ISCC). Here we concentrate on the case of cylindro-

parabolic plants as that developed in Ain Beni-Mathar, located northeast of Morocco. The studied plant uses an 

integrated solar system combined with a system running a natural gas to produce electricity continuously even 

in the absence of the sun. 

This solar plant consists of a solar field, a solar heat exchanger, two gas turbines, a steam turbine and 
an air condenser. The solar plant principle can be described as follows (Fig. 3). The extracted gases from the 

turbines are injected in two boilers. The solar energy collected by the trough parabolic mirrors, allows 

increasing the flow of vapor produced in the recovery boilers. An amount of water from the condenser enters 

the boiler. When it has been heated to the evaporation point, a part of the water will be led to the solar heat 

exchanger where it will be heated to the boiling point, evaporated and overheated to return then to the steam 

generator. It will be re-overheated before being introducing into the steam turbine of three levels (high, medium 

and low pressure) [2]. 

 

 
Fig. 3:  Principle of Ain Beni-Mathar solar thermal plant [2]. 

 

However, the annual efficiency of these solar plants is affected by the instantaneous variations of the 

weather. The movement of the sun, the clouds, and the wind speed defines these variations. They are observed 

essentially at the parabolic trough of solar field. Therefore it is necessary to model the operating of these solar 

collectors for improving the efficiency of the solar field and to contribute to a better performance of the entire 

solar plant. 
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The paper is organized as follows. The next section describes the physical interactions of the solar 

plant components. Based on the energy balance, a general model is established. The various parameters depend 

strongly on the temperature of the main elements of the collector. However this model which looks simple is 

very complex for numerical implementation. The next section is devoted to a different writing of the model 

which leads to a look-like logistic model. The new version can be easily implemented and used for design or 

control problems. It is illustrated by simulation results. 

 

II. THE PHYSICAL SYSTEM 
2.1 DESCRIPTION OF THE SOLAR FIELD 

The solar plant is an Integrated Combined Cycle Thermo-Solar Power plant, located in northeast of 

Morocco. It consists of 256 parabolic trough solar collectors. These collectors are classified in 64 parallel loops; 

each loop is 618 meters long, see Fig. 4. The receiver tubes are located at the focal axis of the parabolic trough 

solar collectors. They contain a heat transfer fluid which temperature can reach 393 °C. 

 

   
Fig.  4:  The receiver loop [2] 

 

The collector used in this solar thermal plant consists of parabolic reflectors (a series of mirrors), a 
metallic structure, a solar tracking system, and receiver tube. This type of parabolic trough solar collectors may 

have a concentration ratio of about 80%. 

The mirror is made of borosilicate glass, whose transmittance is approximately 98%. This glass is 

covered with a layer of silver in its lower part, with a special coating and protection. The best reflector can 

reflect 97% of incident radiation. 

The role of the solar tracking mechanism is adapted to maintain the incident solar radiation 

perpendicular to the reflector. The radiation is reflected to the focal line of the parabola where a receiver tube 

contains the heat transfer fluid. 

The tube receiver or heat collection element (HCE) is of Schott PTR 70 type [3]. It is composed of two 

concentric tubes. The stainless-steel absorber tube, surrounded by a partially evacuated glass envelope to 

minimize heat losses, see Fig. 5. The receiver tube contains a heat transfer fluid which is a synthetic oil 

(Therminol VP-1, [4]). 
 

   
Fig. 5:  The solar receiver tube [3] 

 

 2.2   FIRST MODELLING APPROACH 

Modelling parabolic trough solar collectors has been explored by many authors [5, 6, 7, 8, 9, 10]. The 

modelling principle is based on energy balance between the essential elements of the heat collection element 

(HCE) which are the receiver tube, and the heat transfer fluid. The Fig. 6 shows a transversal section of the 
different thermal exchanges [5, 6, 8] between the receiver tube, and the heat transfer fluid, and their 

environment. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  

 

Page 203 

 
Fig. 6:  Scheme of the different thermal exchanges of the HCE  

 

The main purpose of this modelling is to predict the equilibrium temperature of the fluid at the output 

of the solar field generated by the flow rate at the entrance of the receiver tube. The following hypotheses are 

considered: 

1.   The properties of the fluid depend on the temperature. 

2.   In each section of the tube, the fluid flow is assumed to be uniformly distributed and equal to a mean       
3.   The solar radiation and the fluid flow vary on time and are the same for the whole receiver tube  

4.   The fluid is assumed to be incompressible. 

The state variables we consider are the temperature  of the fluid Tf, the absorber tube Tm and the glass 

envelope Tgl. The energy balance for the heat collection element leads to three partial differential equations of 

three temperatures. The first equation describes the fluid temperature Tf. It depends of time t and on space x. 

The second and third equations describe the absorber tube temperature Tm and the glass envelope temperature 

Tgl. 

The obtained system of equations is then given by: 

 

 
In this system of equations, the amounts of energy were considered and defined from thermodynamics. 

These energies are often heat exchange between the different components of the HCE, either by convection or 

conduction, or radiation, taking into account the impact of the environment [5, 6, 7, 8, 10]. The heat transfer 

fluid, flowing inside the metal tube, receives by convection an amount of heat that depends mainly to the 

characteristics of fluid such as the density, the specific heat, the kinematic viscosity, the thermal conductivity 
[2] etc. These characteristics are related to the fluid temperature. The heat received is given by:  

 

                                                       )(= ,,, fminmsurffmr TTAhQ                                               (2) 

 

The amount of the absorbed solar energy, Qsol,abs, by the parabolic trough solar collector depends on the weather 

and the cleanliness of the collectors and is defined by: 

  

                                                      opteffsabssol DFIQ )cos(=,                                    (3) 

 

The two concentric tubes (metal and glass) of the receiver tube, are exchanging the heat by conduction 

and by radiation [5, 6, 7, 8]. This heat energy depends on the different characteristics of the stainless steel and 

the glass, and is defined by: 

                                           condinradinin QQQ ,,=                                                                                   (4) 

where 
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An amount of thermal energy is exchanged, by convection and radiation [5, 6, 7, 8], between the glass 

envelope and the environment. This thermal energy is defined by the characteristics of the glass and those 

defining the ambient air, as follows:  

                                   convoutradoutout QQQ ,,=                                                              (7) 

where 

                         )(= 44

,,, ambgloutglsurfglradout TTAQ                                                                (8) 

                                      )(= ,,,, ambgloutglsurfambglconvout TTAhQ                                                    (9) 

After replacing in equations (1) and dividing by ρCA for each, we obtain a system of partial differential 

equations (PDE) which can be rewritten in the following simple form 

 

 

 
 

where the coefficients ai, bi and ci are given in the annex. The model of the solar trough collector 

allows the knowledge of the fluid temperature evolution only at the output of the receiver tube. Furthermore it 
could help to choose the parameters of the plant in such a way that the temperature can be maintained at a 

desired equilibrium value, despite instantaneous variations of the weather. This could be regulated by a 

convenient flow rate at the entrance of the receiver tube. However numerical simulation of the complete 

obtained model above (10), leads to various difficulties, due to the complexity of the model coefficients which 

all depend nonlinearly on the temperature. 

So it becomes necessary to modify the obtained model for easier simulations. The first assumption is to 

assume that a perfect vacuum exists between the two concentric metal and glass tubes. In this case we can 

neglect the glass behavior and thus we obtain a system coupling fluid and metal temperatures dynamics. This 

assumption allows to study the heat exchange between the fluid and the metal tube. The first exchange describes 

the amount Qg of energy defined in equation (2), while the second exchange is defined by Qabs,sol - Qg - Qm,amb. 

The amount of energy Qm,amb describes the heat exchange between the metal tube and its environment. This 
thermal energy is given by : 
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Where, the coefficients βi are different from the bi’s and are given in the annex. One can notice that 

the various coefficients depend on the temperature of the fluid or the metal tube 

. 

III. MODIFIED MODEL 
Firstly the model (12) can be easily studied from mathematical point of view. For that purpose we 

rewrite it in a matrix form, by considering the vector z defined by z =  . Thus the above system can be 

easily represented in the following vector form 

 

                                                                    
11= BzAz                                                                      (13) 

 

Where A1 is a matrix of order (2 * 2) and B1 is a matrix of order (2 * 1), defined by 
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This formulation shows that the considered system is well posed from mathematical point of view and, 

under the condition that the coefficients are bounded, the system admits a unique solution. In what follows we 

consider the model (12) and we explore some coefficients which affect dramatically the resolution. 

In spite of the simplicity of the model (12), it is not consistant with the nature of the system. Furthermore its 
numerical implementation leads to surprising numerical results. It is difficult to find in the literature models 

which can lead to realistic simulations. Most of the models describe very complex physics but lead to non 

possible simulations. A model can be considered as a fine model if it is simple and can be implemented easily 

for simulations. That is why we consider a modified model which could be used by solar plant modelers without 

complex physical considerations. 

 

3.1   MODELLING APPROACH 

The main difficulties in the above model are due to the temperatures sensitivity with respect to the 

model coefficients. However we have noticed that some of the coefficients depend nonlinearly of the 

temperature. Various simulations show that the solution evolves dramatically for small variations of certain 

coefficients. A numerical study of the coefficients leads to a second assumption which consists to neglect the 

coefficients which value are lower than . On an other hand the coefficients  and  are slightly linear 

with respect to the fluid temperature  as shown in Fig. 7. 

 

    
Fig. 7:  Evolution of the coefficients  and   

This suggests to consider a linear description for these coefficients and to reformulate the system under the form 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . u s  

 

Page 206 

 
 

This formulation can be seen as equations of an equilibrium model where the temperature will be 

stabilized around a certain value. One can consider other approaches for the coefficients modelization but they 

do not lead to any improvement of the model. 

 

3.2   SIMULATIONS 

 The obtained model consists in a system of two nonlinear partial differential equations. 

 

 
 

It evolves in time t and depends on one-dimensional space x. Formally it derives from the system (12) 

and therefore it is well posed from mathematical point of view. 

In this section we give a numerical approach for the resolution of (17). The discretization principle for solving 
boundary-value problems consist of replacing each of the derivatives in the differential equation by an 

approximate difference quotient approximation. The difference quotient is generally chosen so that a certain 

approximation order error is maintained. Other methods for solving (finite elements) these equations could be 

considered. 

The model (17) is explicitly nonlinear. In this system, we know the mean values for all the remaining 

coefficients. The range of variation of the temperature can lead to an explicit approximation of the coefficients. 

Thus we find the following mean values for the considered coefficients:   

 

 
 

For the discretization let L be the length of a loop of the HCE and ∆x a step size. Denote Nx the 

number of space paths of length ∆x (see Fig. 8), then . In the considered plant we have  

meters. For the time horizon, we consider the time step denoted  and Nt the number of time steps. If we 

denote tperiod the time length between the sunrise and the sunset (with a maximum solar flux), then  

period . 

 

   
Fig. 8:  Discretization of the heat collection element 
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The resolution of the reformulated model requires initial and boundary conditions. We assume that 

the initial known temperature of the fluid. We also denote  , the initial 

temperature of the metal tube, assumed to be known. In practical applications we consider . 

 

3.2.1   TIME EVOLUTION TEMPERATURES 

The model previously modified is given in (17) where  is the fluid temperature and  is the metal 

tube temperature. For the time evolution of the fluid temperature at any point of the receiver tube, it is not 

necessary to consider the space evolution. So we consider firstly that the partial derivative in space vanishes, 

thus the first equation of (17) becomes 
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Fig. 9:  Evolution of the fluid temperature . 

 

In this case we neglect the space variable and denote   

)( tnTT f

n

f 
 

 

and we apply a modified Euler method (more accurate) with the initial conditions  . Then we obtain 

the evolution graphs given in Fig. 9 for the fluid temperature and in Fig. 10 for the metal tube temperature. 

 

   
Fig. 10:  Time evolution of the metal tube temperature .  

 

We notice that the metal tube temperature is always higher than that of the fluid. For the fluid and the 

receiver tube the figures show that the temperature evolves until an equilibrium level which maintains the fluid 

temperature at about 400° Celsius. These results are consistant with the measurements obtained by the output, 

under ideal conditions. 

 

Remark 3.1  
In the applications depending on the considered plant one can introduce a weighting term ξ to adapt the 

evolution of the fluid temperature (which may depend on physical parameters and day insulation). For that 

purpose we can rewrite the term  considering 
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The figure (11) shows the influence of the coefficient ξ on the time evolution of the fluid temperature.  

 

   
Fig. 11:  Evolution of the fluid temperature Tf  in time in the cases where the weighting term ξ = 0.19, and ξ = 

0.16  

The Fig. 11 shows that at the beginning of the time interval, and for a weighting term equal to 0.19, the 
fluid temperature Tf increases with time to a maximum value ranging from 352°C to 362°C. Then the fluid 

temperature Tf decreases to a value of about 324°C . However when the weighting term ξ is equal to 0.16, the 

fluid temperature Tf increases with time to reach a maximum value of about 365.9°C and remains maintained at 

this value. The weighting term ξ can be used in the discretized equation for an adaptation of the evolution to any 

situation.  

 

3.2.2   TIME AND SPACE EVOLUTION OF THE TEMPERATURES 

Introduce now the mesh points of coordinates , for  and   and 

let  be an approximated value of the temperature  (Tf for the fluid and Tm for the metal tube) 

denoted  

 ),( tnxjTT n

j   

 

 

 
Fig. 12:  Element of the distributed parameter model 

 

With these notations we illustrate the efficiency of the given model considering the following finite 

difference first order approximations of the derivatives 
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The resolution of the reformulated model requires initial and boundary conditions. The initial 

conditions have been stated in previous section. Additionally we consider boundary condition at the entrance of 

the receiver tube given by  and  assumed to be known. 

In this case, we have to discretize the principal model in equation (17). Denote  and apply 

the finite difference discretization in time and space given in (19) (see [11]), we obtain 
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Fig. 13:  Global (time-space) temperature evolution of the fluid 

. 

For the illustrative simulation, we have considered a time step equal to 0.005 second and a space step equal to 

0.1 meter. 

The Fig. 13 presents the obtained results for the fluid temperature  throughout the receiver tube at different 

times, and Fig. 14 that of the metal tube . 

 

   
Fig. 14:  Global (time-space) temperature evolution of the metal tube.  

 

The Fig. 13 and 14 show that the temperatures increase from initial temperature at the entrance of the 

tube to reach a maximal value of about 400°C for the fluid and 600°C for the metal tube. The metal tube 

temperature reaches its equilibrium value very quickly all along the tube, because all the tube is in the focal line 

of the solar receiver and is directly exposed to the sunlight. 

The nomenclature and the annex given after would help to achieve the illustrative simulations. 

 

Remark 3.2 

The modified model introduced in the previous section has reduced the model to a system of two 

differential equations (17). We can notice that the receiver tube is all located in the focal line of the parabolic 

trough. Consequently we can consider that the whole receiver tube is excited by the same amount of energy and 

thus its temperature is equal to a mean value .  

This is obviously illustrated by the Fig. 14. Additionally the users could be interested only by the fluid 

temperature evolution and not that of the metal tube. This suggests that the fluid receives the same amount of 

energy all along the tube which can be considered as a passive control on the fluid. Therefore we can simplify 

the model by neglecting the receiver tube equation and considering that the fluid is excited by its contact with 

the metal tube, by a certain amount to be identified. This allows to consider the following simplified partial 

differential equation which state is the fluid temperature Tf 
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where   is assumed to be known. The system is augmented by initial and boundary conditions. 

We can assume that the mean value  is equal to that given by measurements of the metal tube temperature. In 

this case the various coefficients of the model do not fit with the physical values of the previous model. Thus 

the model can be improved using an identification of the other coefficients . The following 

figures show that the results are very significant and that the model can be drastically reduced. 
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Fig. 15:  Fluid temperature evolution (at a fixed point of the tube) without considering the space impact. 

 

 The numerical simulations have been achieved considering the following values: , 

,  and . 

The Fig. 15 shows that the result is quite similar to that of the complex model considered in the first section. 

 

 
Fig. 16:  Fluid temperature evolution, at different times, all along the receiver tube 

.  
The Fig. 15 and 16 show that the temperature level at the end of the tube is about 375°. This 

temperature level can be adjusted and regulated at any convenient desired level, depending of the real 

conditions of the trough solar receiver.  

IV. CONCLUSION 
In this paper we give an original modified model of the heat collector element within an Integrated 

Combined Cycle Thermo-Solar Power Plant. The given approach is more accurate and easier to implement. 

This model has necessitated the study of heat exchange between the three components of the heat collection 

element. The reformulation of the model was based by considering a perfect vacuum between the two 

concentric tubes (metal tube inside the glass envelope) of the heat collection element (HCE). The model 
established consists in two first order partial differential equations depending on time and one dimension space 

variable, and may be reduced to one partial differential equation. The different simulation results show that both 

the fluid temperature Tf and the metal tube temperature Tm evolve until reaching a certain equilibrium value. 

The obtained results are consistent with the plant values. The proposed model can be improved by considering 

an identification of some of the coefficients. This identification depends on the considered solar plant and will 

be explored in a future work. 
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ANNEX  

 : HTF density 

  : Metal (Stainless steel) density 

  : Glass density 

   : HTF specific heat 

  : Metal (Stainless steel) specific heat 

  : Glass specific heat 

  : Inside diameter of the metal tube 

 : Outside diameter of the metal tube 

   : Inside diameter of the glass 

 : Outside diameter of the glass 

 : Noted also . Cross-sectional area inside the metal tube 

     : Cross-sectional area of the metal tube 

     : Cross-sectional area of the glass 

  : Inner surface area per length of the metal tube 

 : Outer surface area per length of the metal tube 

 : Outer surface area per length of the glass envelope 

 : Solar Direct irradiance 

 : Incidence modifier function 

θ : Angle of incidence, degree 

 : Effective width of the collector 

 : Optical efficienc: Factor depending of dirt on the mirrors 

 : Effective thermal air conductivity 

 : Ambient temperature 

 : Overall HTF volume flow rate 

 : Total number of collectors 

 : Metal (Stainless steel) emissivity 

 : Glass emissivity 

 : Stefan-Boltzmann constant 

    : Convection heat transfer coefficient between the metal tube and the HTF 

 : Convection heat transfer coefficient between the glass and the ambient 

 : Convection heat transfer coefficient between the metal tube and the ambient. 


