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Abstract: - Waste plastics both by domestic and industrial sectors can be used in the production of asphalt mix. 

Waste plastics, mainly used for packing are made up of Polyethylene Polypropylene polystyrene. Their 

softening varies between 110oC – 1400C and they do not produce any toxic gases during heating but the softened 

plastics have tendency to form a film like structure over the aggregate, when it is sprayed over the hot aggregate 

at 1600C. The Plastics Coated Aggregates (PCA) is a better raw material for the construction of flexible 

pavement. PCA was then mixed with hot bitumen of different types and the mixes were used for road 

construction. PCA - Bitumen mix showed improved binding property and less wetting property. The sample 

showed higher Marshall Stability value in the range of 18-20KN and the load bearing capacity of the road is 

increased by 100%. The roads laid since 2002 using PCA-Bitumen mixes are performing well. A detailed study 

on the performances of these roads shows that the constructed with PCA –Bitumen mix are performing well. 
This process is eco-friendly and economical too. 

 

Abbreviations: 
1. PE: Poly Ethylene 

2. PS: Poly Styrene 

3. PP: Poly Propylene  

4. PCA: Polymer-Coated Aggregate/ Plastic 

Coated Aggregate 

5. PVC: Poly Vinyl Chloride  

6. IRC: Indian Road Congress  

7. ASTM: American Society for Testing and 

Materials 

8. PET: Poly ethylene Terephthalate 

9. DTA: Differential Thermal Analysis 
10. TGA: Thermo Gravimetric Analysis 

11. AC: Asphalt Concrete 

12. EVA: Ethylene Vinyl Acetate 

13. SBS: Styrene Butadiene Styrene 

14. LAR: Los Angeles Abrasion Value 

15. TCE: Tri Chloro Ethylene  

16. AIV: Aggregate Impact Value 

17. ACT: Aggregate Crushing Test 

18. PMB: Polymer-Modified Bitumen 

19. LDPE: Low Density Polyethylene  

20. MSV: Marshall Stability Value 

21. FV: Flow Value 

22. MQ: Marshall Quotient 

23. IS: Indian Standards 

24. BS: British Standards 
25. DRDA: Department of Rural Development 

Agency 

26. SDBC: Semi Dense Bituminous Concrete 

27. Bitumen Types: Pen Grade 80/100 and 60/70

Key Words: Waste Plastics, Plastic Coated Aggregate, Bitumen, Plastic Tar road, Roads, Monitoring 

 

 

I. INTRODUCTION 
1.1. PLASTIC WASTE SCENARIO 

 Plastics waste scenario in the world, of the various waste materials, plastics and municipal solid waste 

are great concern. Finding proper use for the disposed  plastics waste is the need of the hour. On the other side, 

the road traffic is increasing, hence the need to increase the load bearing capacities of the roads.  
The use of plastics (be consistent in the use of polymer or plastic, since the focus is on plastic waste) coated 

aggregate for asphalt pavement allows the reuse of plastics waste. Plastics, are versatile packing materials and 

commonly used by man but they become problem to the environment. After using them mostly used plastics 

products are bags, cups, films and foams, made up of polyethylene, polypropylene or polystyrene.  India 
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consumption of Plastics will grow 15 million tonnes by 2015* and is set to be the third largest consumer of 

plastics in the world.  Around 55% is being used for packing. They are mostly dropped and left to litter the 
environment, after the contents have been consumed.  The littered plastics, a non biodegradable material, get 

mixed with domestic waste and make the disposal of municipal solid waste difficult. The municipal solid waste 

is either incinerated or land filled. Both disposal methods are not the best ways to dispose the waste and it 

causes both land and air pollution [1, 2, 3]. Moreover, if municipal solid waste, contains PVC waste, when 

burnt, it produces toxic gases like dioxins[1]. Disposal of plastic wastes in an eco friendly way is the main thrust 

area of today’s research works. The author has developed innovative [4] technique to use the waste plastics for 

the construction of asphalt pavement. This process is eco friendly and  can promote value addition to the waste 

plastic.  

* Plastindia 8th International plastics Exhibition & Conference  Feb. 1-6 , 2012, New Delhi. 

 

1.2. LITERATURE REVIEW 

 In the construction of asphalt pavement, hot bitumen is coated over hot stone aggregate mixed, laid and 
rolled. Bitumen acts as a binder. Yet when water is stagnated over road, it penetrates and results in pot holes, a 

defective spot on the pavement. The use of anti stripping agents are having limited use only and the process also 

increases the cost of road construction[5]. Use of plastic (virgin  as well as waste) to modify the bitumen and 

also the use of plastic coated  aggregates are being studied to improve performance of the pavement.  

Bituminous mixes used in the surface course of the bituminous pavements are being improved in their 

performance by incorporating various types of additives to bitumen such as rubber latex, crumb rubber, styrene, 

butadiene styrene, styrene – ethylene –butylenes, recycled Polypropylene ,low density polyethylene [6] 

Polyethylene [7], Ethylene vinyl acetate (EVA) (5%) [8] and polyolefin [9, 10]. Some of the properties 

improved are durability, fatigue life [12, 13], resistance to rutting, softening point, visco elastic property [11], 

etc. 

The major obstacle to widespread usage of polymer modified bitumen in paving practice has been their 
tendency towards gross phase separation under quiescent conditions [16].  

 

2.0. Present Study: 

Plastics waste like PE, PP and PS is coated over stone aggregates and the PCA was mixed with bitumen and the 

mix was used for flexible pavement construction. Higher percentage of plastic waste (10-15%) can be used 

without separation. Detailed studies are going on this direction [17&4]. Various tests were carried out to find the 

characterization of the following. 

1. Different waste plastics used for coating over the aggregates 

2. Plastics coated aggregate   

3. Plastics  coated aggregate mix with bitumen 

4. Plastics  coated bituminous road scrap 

All the tests were carried out using standard procedures  

 

2.1.0 CHARACTERIZATION OF WASTE PLASTICS 

2.1.1. THERMAL CHARACTERISTICS 

The thermal behavior of the polymers namely Polyethylene, Polypropylene and Polystyrene was studied using 

Thermo Gravimetry Analyzer TGA-50  and Differential Scanning Calorimeter DSC-60  to find out the 

decomposition temperature and the softening point of the polymers (Table-1& Fig.1). 

 

II. PHYSICAL PROPERTIES 
 Most of the packing materials* used are made up of PE, PP, PS. These materials were characterized for 
their thickness, solubility and softening temperature (Table -2). All these materials can be shredded and used for 

road construction.  

Common food packaging plastics and their uses: Table- 2a 

Full name Abbreviation Examples of use 

High density polyethylene HDPE Bottles and films 

Linear low density Polyethylene LLDPE Film 

Low density polyethylene LDPE Film 

Polypropylene PP Containers, film 

Polyvinylchloride PVC Blister packs and bottles 

Polyethylene terephthalate PET Bottles for soft drinks, films etc.  

Polysyrene PS Pots , thermo -Cole, trays, toys etc.  
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*Introduction to Plastics Science Teaching Resources. American Chemistry Council, Inc. Retrieved 24 

December 2012. 

2.1. CHARACTERISTICS OF PLASTIC COATED AGGREGATE 

 For the asphalt pavement, stone aggregate with specific characteristics is used for road laying. The 

aggregate is chosen on the basis of its strength, porosity and moisture absorption capacity. The aggregate was 

coated with waste plastic material by the following process. The waste plastics namely films, cups and foams 

shredded to the required size of 2.5mm – 4.36mm. The aggregate is heated to 170oC. The shredded waste plastic 

was sprayed over the hot aggregate. Plastics got softened and coated over the aggregate. The extent of coating 

was varied by using different percentage of plastics. Higher percentage of plastics was used up to 25% to 

evaluate the binding property, whereas lower percentage of plastics like 1% to 5% to evaluate the properties like 

moisture absorption and soundness. 

 

2.2.0. BINDING PROPERTIES 

The hot plastics coated aggregates was compacted into a block using compacting machine operated 
hydraulically and cooled. Then the block was subjected to a compressive test using universal testing machine. 

(Table -3) 

 

2.2.1. MOISTURE ABSORPTION AASHTO T 96 (2001): 

A known quantity of plastics coated aggregate was taken. It was then immersed in water for 24hrs. Then the 

aggregate was dried using dry clothes and the weight was determined. The water absorbed by the aggregate was 

determined from the weight difference. The test was repeated with plain aggregate for comparison of results. 

Table-4. 

 

2.2.2. SOUNDNESS TEST AASHTO T 96 (2001)  

 Soundness is mainly to test the stability towards weathering of the aggregates  and its chemical 
resistance. The plain aggregate when exposed to stagnation of water, the water penetrates easily inside the pores 

of the aggregates. Since the water contains dissolved salts, the salt gets crystallized and expands inside the pores 

during evaporation resulting in the breaking of the aggregates. The low soundness property directly depends 

upon the amount of voids and porosity of the aggregates . This is evaluated by conducting accelerated 

weathering test cycle. The average loss in weight of aggregate for 5 cycles should not exceed 12 % when 

tested with sodium sulphate. The plain aggregates and PCA were subjected to this test and the results are 

tabulated in Table-4 for comparison.  

 

2.2.3. AGGREGATE IMPACT TEST( AASHTO T 96 (2001)) 

 It is used to evaluate the toughness of stone or the resistance of the aggregate to fracture under repeated 

impacts. The aggregates were subjected to 15 blows with a hammer of weight 14kg and the crushed aggregates 

were sieved on 2.26mm sieve. The aggregate impact value is the percentage of fine (passing through the 
2.36mm sieve size) to the total weight of the sample. The aggregate impact value should not exceed 30% for use 

in wearing course of pavements. Maximum permissible values are 35% for bituminous macadam and 40 % for 

water bound macadam. The plastic coated aggregates  were subjected to this test and the results are tabulated in 

Table-4. 

 

2.2.4. LOS ANGELES ABRASION TEST AASHTO T 96 (2001) 

 The principle of Los Angeles abrasion (L.A.R) test is to find the percentage wear due to relative 

rubbing action between the aggregate and the steel balls used as abrasive. LAR value should be less than 30% 

for pavements.  For the L.A. abrasion test, the portion of a plastics coated aggregate sample retained on the 1.70 

mm (No. 12) sieve was placed in a large rotating drum that contains a shelf plate attached to the outer wall. A 

specified number of steel spheres were then placed in the machine and the drum was rotated for 500 revolutions 
at a speed of 30 - 33 revolutions per minute (rpm).  The material was then extracted and separated into material 

passing the 1.70 mm (No. 12) sieve and material retained on the 1.70 mm (No. 12) sieve.  The retained material 

(larger particles) was then weighed and compared to the original sample weight.  The difference in weight was 

reported as a percent of the original weight and called the percentage loss. LAR value should be less than 30 

percent for pavements. The results are tabulated in Table-4. 

 

2.3. CHARACTERISTICS OF “PCA-BITUMEN MIX” 

 The hot plastic coated aggregate was mixed with 80/100 bitumen at 1600C. The bitumen polymer 

coated aggregate mix was subjected to tests like Stripping test, Bitumen extraction test and Marshall Value 

determination test 
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2.3.1. STRIPPING (IS: 6241-1971)  

 Stripping value is the determination of binding strength of the aggregate and the bitumen. It is tested 
by immersing bitumen coated aggregate in water for 24hrs at 400C. When bitumen coated aggregate was 

immersed in water, the water penetrates into the pore and voids of the stone resulting in the peeling of the 

bitumen. This in turn results in the loosening of the aggregate and forming potholes. 200gm of PCA- bitumen 

mix was taken and cooled to room temperature and weighed. The mixture was immersed in water bath 

maintained at 400C for 24hrs. After 24hrs the stripping was observed and the percentage of stripping was noted 

and the results are tabulated in Table -5 

 

2.3.2. BITUMEN EXTRACTION TEST ASTM D2172 

The extraction tests were carried out in the following order. 

1. Bitumen coated aggregate was treated with TCE and the bitumen was extracted. Here the extraction was 

almost complete 

2. PCA bitumen mix was first treated with TCE and the bitumen extracted was separated and estimated. 
Complete removal of bitumen did not take  place  

3. So further extraction was carried out using another solvent, namely decaline, which can act as a solvent to 

extract plastics also. 

4. The PCA bitumen mix obtained from step 2 is then treated with decaline for another 30 minutes and 

separated bitumen was estimated. 

5. The extraction was again repeated after refluxing the mix for 5 minutes. Further separation took place. 

The process was repeated using aggregate, coated with different percentage of plastics. The results are tabulated 

(Table-6). 

 

2.3.3. MARSHALL STABILITY ASTM: D 1559 - 1979 

 Marshall Stability value is the basic study on the stability of the mix with application of load. The 
standard mixture was prepared in accordance with  IRC specifications . The aggregates  were coated with 

plastics waste as described earlier. This plastics coated aggregates mix was then mixed with 5% of total  

quantity of 80/100 bitumen. The mixture was transferred to the mould. It was compacted with 75 blows on 

either side. The specimens (64 mm height and 10.2 mm diameter) were prepared by 1. Varying the percentage 

of plastics waste and 2. by varying bitumen quantity. These specimens were tested. The voids present in the mix 

also play an important role in deciding the performance of the mix. The following properties were determined:  

Voids filled with Mineral Aggregate, Air Voids, Voids filled with bitumen, Bulk Density, Specific Gravity and 

Voids in Mix. The results are reported in the Table-8. 

Marshal Stability Value is indicative of load withstanding property of the flexible pavement. The minimum 

value is fixed as 4KN by IRC with 5% of bitumen and 95% of stone aggregate Table (7 &8). 

 

III. DISCUSSION OF RESULTS WASTE PLASTICS CHARACTERIZATION 

3.1. THERMAL ANALYSIS 

 The results obtained from the thermal analysis using DSC and TGA  (Table-1) show that polymers 

namely PE, PP and PS  softened easily around 130 – 140 Deg C  without any evolution of gas and around 270 

deg. C. They  decomposed, releasing gases like methane, ethane etc. and above 700 Deg.C.  They undergo 

combustion, producing gases like CO and CO2. Hence it is safe to use molten waste plastics below 100-150
0
C. 

This is supported by TGA and DSC graphs shown in Figure1.   (Table.1) 

 

3.2. Binding Property 

 The aggregate coated with higher percentage of plastics was compacted into a block and compacted 
blocks showed a compressive strength not less than 12 N/mm2. This shows that the molten plastics have a good 

adhesion property. The increase in the values of the compression strength and bending strength show that the 

plastics can be used as a binder. Moreover the strength increases with the increase in the percentage of plastics 

used for coating. It is also depended on the types of plastics used like PE, PP and PS (Table-2a). The following 

is the increasing order of strength of block produced PS<PE<PP<Laminated films<BOPP. This order is in 

agreement of the chemical nature of the above polymers1 Table- 3.  

 

3.3. Aggregate characterization: 

 It was found that there is significant improvement in the strength properties of the aggregates change to 

coated with molten plastics. This is due to the fact that when the plastic was coated over the aggregate, the 

aggregate surface is covered with the thin film of polymer. The film of polymer also fills the pores at the surface 
and there is no water absorption. Hence there is significant improvement in the general properties of the 
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aggregate like soundness, abrasion resistance, etc., Moreover, the PCA mixed with bitumen shows better 

stripping property.  

 Soundness: Plastics  coated aggregate showed no value for soundness. This can be explained as follows. 

The coating of plastics fills the pores and voids present at the surface of the aggregate. There is no 

penetration of water and there is no salt deposition. Hence there was no disintegration. (Table-4). 

 In Los Angeles Abrasion, the hardness of aggregate is measured. Plastics coated aggregates  show better 

resistance to higher wear and tear load (Table-4). The resistance increases  with the increase of coating 

thickness of the plastics coated. This is because coating of polymers over aggregate gives better adhesion 

over the surface particles. It reduces the roughness of the aggregate and thus resulting in the reduction of 

abrasion over the surface of aggregate. 

 Impact value. The brittleness of the aggregate is measured as Impact value. Coating of waste polymers 

over the aggregate reduces the voids and the air cavities present in the aggregates  (Table-4). The film 

formed helps in preventing the cracking  The toughness of the stones is also increased. Hence, the impact 
value of the plastics coated aggregate is lower when compared with the plain aggregate. 

 

IV. PLASTIC COATED AGGREGATE - BITUMEN MIX CHARACTERIZATION 
3.4. Extraction Characteristics: 

 The experimental results of extraction of bitumen (Table- 6) from the PCA - bitumen mix clearly show  

explain the bonding nature of the mixture. It was observed that the TCE could remove bitumen almost from the 

plain bitumen coated aggregates , whereas in the PCA- bitumen mix the removal of the bitumen by TCE was  a 

slow process and not all the bitumen was removed. The TCE cannot remove completely all the bitumen from 

PCA- bitumen mix. Decaline, an organic solvent remove  both bitumen and plastic on further treatment. 
Complete removal is possible only by refluxing the PCA -bitumen mix with decaline for more than 30 minutes. 

The  following observations were made from the results of extraction test. In the case of PCA bitumen mix, TCE 

removed only loosely bonded bitumen. It could not remove the bitumen bonded with the aggregate through the 

plastics. Decaline (being a solvent to plastic) could remove the bonded bitumen further. Only after refluxing was 

complete removal of Bitumen and plastic achieved.  Moreover, when the percentage of coating of plastics was 

more, the extent of bitumen removal was correspondingly less. This observation helps to conclude the bonding 

of bitumen over plastic coated aggregate is strong. 

 

3.5. Stripping Value: 

 In the case of polymer coated aggregates (Table-4), the surface is covered by the polymer film and 

there are no pores. The molten polymer not only fills the voids of the aggregate and binds the aggregate together 

but also strongly binds with bitumen forming an organic bonding.  Water cannot penetrate over polymer coated 
aggregate, hence peeling out of bitumen from the PCA was zero  even after 96 hours (Table-5), thus having  

better stripping value. 

 

3.6. Marshall Stability Value: 

Marshall Stability Value (kN), Flow Value (mm) and Marshall quotient (kN/mm) were obtained for plain 

aggregate bituminous mixes and polymer coated aggregate bituminous mixes of varied compositions.(Table 

7&8)  

 For an effective asphalt pavement, the flow values should be in the range 2-5 and the ratio of MSV and 

FV (referred to as Marshall Quotient) should not   not more than 500. The results obtained for the PCA are 

within this range. Voids filled with bitumen (VFB) are expected to be  around 65%. The observed value is 

around 58%. The reduction is attributed to the reduction in the use of percentage of bitumen (90%) and the 
reduction in voids. The data (Table 7 & 8) also suggest that with the use of plastics waste coated aggregate, the 

quantity of bitumen needed for a good mix can be reduced by 0.5% of the total weight. This accounts for 10% 

reduction in the quantity of bitumen needed to be used. It is a good saving of natural resource.  

The following observations are made  

 The use of PCA increases the MSV of the mix 

 As the percentage of the waste plastics coated increases the MSV is also increased 

 Higher percentage of plastics (more than 15%) results in lesser compatibility with bitumen and lesser 

bonding resulting in lower MSV. 

 The use of PP gives higher MSV value than PE 

 The foams of PP and PE also gives better MSV results 

 The waste plastics available as foams or films can also be used 

 The use of optimum percentage of plastics was arrived using mathematical modelling and it is found to be 

10% of bitumen used. 
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 The flow value and the voids filled with bitumen are within the tolerance value 

 The MSV of PCA - bitumen mix is compared with PMB mix. It was observed that the values of the PCA 
bitumen mix are 50% to 60% higher than that of the PMB mix(Table-8), showing that the binding strength 

is higher in the case of PCA bitumen mix. 

 

3.7. Theoretical Explanation: 

 The shredded plastics on spraying over the hot aggregate melted and spread over the aggregate giving a 

thin coating at the surface. When the aggregate temperature is around 1400 C to 160oC the coated plastics 

remains in the softened state. Over this, hot bitumen (160oC) is added. The added bitumen spreads over the 

aggregate. At this temperature both the coated plastics and bitumen are in the liquid state, capable of easy 

diffusion at the inter phase. This process is further helped by the increase in the contact area (increased surface 

area).  

 These observations may be explained as follows. Waste polymers namely PE, PP and PS are 

hydrocarbons with long chains. The bitumen is a complex mixture of asphaltenes and maltenes which are also 
long chain hydro carbon. When bitumen was mixed with plastic coated aggregate a portion of bitumen diffuse 

through the plastic layer and binds with aggregate. The plastic layer has already bonded strongly with aggregate. 

During this process three dimensional internal cross linked net work structure results between polymer 

molecules and bitumen constitutes. Therefore the bond becomes stronger and the removal of bonded bitumen 

becomes difficult as explained earlier in section 3.4 

The results of the studies on the extraction of bitumen (Table - 6) by dry  process showed that the bonding 

between stone aggregate and bitumen is improved due to the presence of polymers. This may be explained by 

the following structural models. Using these models the extraction pattern is explained.  

A plastic aggregate bitumen interaction model for the Plastics waste coated aggregate bitumen mix (Not 

to Scale) 

 
      

Key: Black- Bitumen; Blue- Polymer; Grey - Aggregate 

 

Aggregate  

1. Area of Plastics bonded with aggregate (polymer coating) 

2. Area of Bitumen–plastics blend (due to diffusion between molten plastics & hot bitumen) 

3. Area of Loosely bonded bitumen with dispersed plastics  

4. Area of Plain bitumen layer  
On the whole, the coating of plastics over the stone aggregate helps bitumen to have a strong bonding at the 

surface. 

 Basing on the above observations, the increased value of MSV, nil stripping and improved strength of 

road is explained 

 

3.6. Reduction of Carbon dioxide Emission: 

Littered waste plastics are otherwise burnt along with domestic waste resulting in the production of green house 

gases thus aiding  global warming.  

 In the Dry process, waste plastics are used as a coating material by softening the plastic and not by 

burning. Hence there is no evolution of gases like carbon dioxide. For a distance of one Kilometer single lane 

plastic bitumen road, a minimum of one ton of waste plastics is used. This accounts for a reduction of Carbon 

Dioxide to a tune of 3 tons. Using this technology we have laid more than 2500kms of plastic bitumen road at 
various places in India. This amounts to a prevention of burning of waste plastics to an extent of 2500tonnes. 

This means that the process prevented the formation of Carbon Dioxide to an extent of 7500tonnes. (If this 

waste plastic is burnt along with MSW, nearly 2, 50,000tonnes of Carbon Dioxide would have been produced) 

Chemical Reaction (7000C) 

PE, PP,PS                                      C, CO,CO2 but no Cl2 

 

1 2 3 4

4 

5 
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Use of PE, PP and PS cannot liberate dioxin even on burning (Table-1). 

 
PVC                        C, CO, CO2 and Cl2 and HCl 

 

                                  

C+O2 +Cl2                                       Dioxin  

 

PVC alone on heating may result in dioxin formation (300-3500C) (reverse cooling). 

 

V. FIELD STUDY 
4.1. Performance Study: 
 This work is intended to examine several aspects related to the use of polymer coated aggregate for 

strengthening of flexible pavement. The objective of the work is to have functional evaluation and structural 

evaluation of polymer coated aggregate flexible pavement. This is achieved by performing the following 

specific tasks: 

 

4.1.1Non Destructive Test: 

a. Structural Evaluation  

I. Carrying out structural evaluation of flexible pavement for the strength of the pavement by deflection 

measurement using Benkelman beam 

II. Measuring the field density of the road using  sand pouring cylinder 

III. b. Functional Evaluation 

IV. Measuring the roughness of the pavement surface using Bump integrator / Merlin 
V. Examining  the pavement condition  of  the  road  (cracks,  raveling,  potholes,  rutting, corrugation 

edge break etc) by carrying out  visual inspection of road surface 

VI. Measuring the resistance offered by the pavement surface against skidding of vehicles using portable 

skid resistance tester 

VII. Measuring the pavement macro texture for the geometrical deposition of individual aggregates. Texture 

depth was measured using sand patch method 

 

4.1.2. Destructive Test: 

i. Studying the gradation of the laid road. 

ii. Carrying out different tests on recovered bitumen. 

iii. Investigation of the properties of Plain aggregate and Polymer modified aggregate 

 

VI. CONSTRUCTION OF THE TEST ROADS 

 Six sites were chosen (Table -10). Sites 1 to 5 for roads constructed using plastic coated aggregates and 

the site 6  road constructed with conventional bituminous mixtures  . The above tests were conducted as per the 

specification (IRC) and the values were compared with standard values which are given in the Table-6 as 

tolerance value. The tests were conducted periodically from Jan 2007 to Dec’12. The average values are 

tabulated (Table 9) 

 It is observed from the results that the plastic roads laid since 2002 to 2012 are showing results which 

are the characteristics of a good road. They are showing better results and maintain good quality compared to 
the plain bitumen roads laid in 2002 .Hence it can be concluded that the plastic tar roads are performing much 

better than the plain bitumen road. 

 In addition to this, the physical surface condition survey of the plastic tar road (procedure adopted by 

Central Road Research Institute, New Delhi) shows that there is no pot hole formation, cracking, deformation, 

rutting, raveling and edge flaw. The photos of these roads taken recently are also attached for having a visual 

exhibition (Table -10). Hence it can be concluded that the plastic tar roads are having good skid resistance 

values, good texture values, good surface evenness, reasonably good strength and field density with least 

change. 

 

VII. ECONOMY OF THE PROCESS 
 Based on the experimental evidences and the amount of raw materials used for 25mm Semi Dense 

Bituminous Concrete (SDBC- this top layer of the bituminous road. 10M2 SDBC road the following calculation 

has been arrived 

Material needed 
Plain bitumen 

process 

Plastics coated 

aggregate (PCA) 

Cu II catalyst   

300-350 
o
 C 
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80/100 Bitumen 11250Kg 10125Kg 

Plastic waste ----- 1125Kg 

Cost Rs. 393750 
(BIT)Rs.354375+(plastic) 

Rs.13500 = Rs. 367875 

Cost Reduced NIL Rs. 25875.00 

Carbon Credit Achieved on 

avoiding burning of plastics 
 3.5tonnes 

 Cost Bitumen Approx: 35,000/ton and Waste Plastic : Rs. 12000/tons 
 Savings of bitumen  = 1 ton  

 Use of Plastics waste – (11,25, 000) carry bags (1.125 ton) 

 Bitumen needed– 10125kg  

 Plastics waste needed – 1125 kg.  

 Three kilograms of bitumen were saved and three kilograms of waste plastics were used. The cost of 

bitumen is much higher than that of plastics and this process also helps to save the natural resources. There is no 

maintenance cost for a minimum period of five years. Hence the process is cheap and eco friendly.  

 

VIII. CONCLUSION 

 In Dry process, the aggregate is modified by coating with polymers and producing a new modified raw 

material for flexible pavement. Patent has been obtained for this process (Fig-2). Coating of polymers on the 

surface of the aggregate has resulted in many advantages and ultimately helps to improve the quality of flexible 

pavement. The coating of plastics over aggregate also improves the quality of the aggregate. 

 In addition to the improvement of the quality of the road, this technology has helped to use the waste 

plastics obtained from domestic and industrial packing materials. This has added more value to the dry process 

as this process helps to dispose 80 percentages of the waste polymers usefully by an eco-friendly method. This 

has already been accepted by the Central Pollution Control Board, New Delhi. They have already released a 

guideline on the technique of the road laying by dry process and its advantage.  

By this technique, which is in-situ, waste polymer like carry bags, foam, laminated sheets, cups are all used for 

road laying. 
Moreover, the use of polymers helps to reduce equivalent quantity of bitumen, thus reducing the cost of the road 

laying. 

In a net shell the Dry Process thus helps to   

1. Use higher percentage of plastics waste. 

2. Reduce the need of bitumen by around 10%. 

3. Increase the strength and performance of the road.  

4. Avoid the use of anti stripping agents. 

5. Reduce the cost to around Rs. 30000/ km of single lane road as on date.  

6. Carry the process in situ.  

7. Avoid industrial involvement. 

8.  Avoid disposal of plastics waste by incineration and land filling.  

9. Generate jobs for rag pickers.  
10. Add value to plastics waste.  

11. Develop a technology, which is eco-friendly. 

 

 Our studies on the performance of plastic tar road conclusively proves that it is good for heavy traffic  

due to better binding , increased strength and better surface condition for a prolonged period of exposure to 

variation in climatic changes Above all, the process helps to dispose waste plastics usefully and easily. 
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Type of plastics and variation in Bending Strength: 

 
 

 
 

 
 

Table – 5. Stripping Value of PCA bitumen Mix (Percentage of Plastic – 10%) 

 Plain aggregate 
Plastic coated 

Aggregate 

PCA+ 

Bitumen 

Mix 

Stripping 

Value 

2 

hrs 

24 

hrs 

72 

hrs 

96 

hrs 

2 

hrs 

24 

hrs 

72 

hrs 

96 

hrs 

0 0 2 5 0 0 0 0 
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Table -6. Results of the bitumen extraction test for the bitumen mix containing the PCA 

Plastic content 
(% by weight) 

Bitumen extracted after 
5 min % 

Bitumen extracted after 
10 min % 

Bitumen extracted 

after 15 min % 
 

0 96.0 98.0 99.0 

0.5 63.5 88.7 92.3 

0.75 63.2 86.7 90.7 

1.0 61.3 76.7 83.6 

 

 
 

 
 

Table-9. Summary of Results 
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Table -10. SURFACE CONDITION SURVEY: 

  
Fig I. Thermal Analysis Graph 
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Thermo Gravimetric Analysis 

    
Differential Scanning Calorimeter 

 

Fig.2 
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Abstract: - Coal is an abundant and widely spread fossil energy resource in Nigeria that has not been properly 

harnessed. It has a potential to meet the current and future energy needs of Nigeria if security and diversity of 

supply remain fundamental. Supercritical Pulverised coal technology is the power plant of choice for most 

countries in Europe, USA and Asia. This paper examines the economic viability of the deployment of 

supercritical pulverised coal technology for power generation in Nigeria. The economic viability of the 

technology was accessed by three major economic parameters; the Net present value (NPV), the levelized 

generation cost (LGC) and the internal rate of return (IRR). LGC is determined by taking the net sum of 

expenses and dividing by the discounted value of the electrical energy generated (kWh) throughout the life of 

the power plant. The NPV is estimated by subtracting the discounted values of the various expenses of the 

investment from the discounted value of the income generated from the sale of the electricity generated by the 

plant over its useful life. Company tax of 32% and annual depreciation rate of 33.3% as recommended by 

Nigeria Electricity Regulatory Council (NERC) were allowed for in the calculation. The results of the study 
show that supercritical pulverised coal combustion technology is economically, less risk and technically viable 

option for power generation in Nigeria generating electricity at a levelized cost of 0.045 dollars per kWh  at a 

net present value  of $1.13 billion. 

 

Keywords: - Coal, SC PCC, Economic analysis, Electricity, kWh, Power Generation 

 

I. INTRODUCTION 
 In Nigeria, 93% of electric power generation is provided by fossil fuel (gas), the remainder is from 

Hydro sources [1]. There is over 8.6 GW [2] of installed capacity of generating plant made of government 

owned and Independent power plants, details in tables 1.1 and 1.2. Despite the large number of installed power 

generation capacity, Nigeria could still not meet up with the electricity demand of its populace which is 

estimated at 10 GW [3] because of old age of the power plants and the lack of new generation plants addition. 
Actual electricity generation is only between 2.5-3.6 GW 

 

Table 1 Installed and Generating capacities of Government owned Power stations in Nigeria [2] 
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Table 2 Installed and Generating capacities of Independent Power projects (IPPs) in Nigeria [2] 

 
 

 Even if new power plant additions were to be made, it is our concern that the longer term sustainability 

of fossil fuel-based generation cannot be guaranteed due to the frequent agitation for resource control from the 

Niger Deltans and vandalism of power plant gas supply infrastructure. More over there is an urgent need for a 

good energy mix in the nation‟s energy generation infrastructure due to the so many benefits derivable from it. 

Globally the energy industry is driving toward sustainable, low carbon emitting, renewable energy sources. 

However, renewable as at now are still in their infant stage of commercialisation and cannot help to meet 

Nigeria‟s base load electricity demand deficit. Coal which is evenly spread across Nigerian states with an 

estimated reserve of 2.734 billion tonnes [2] holds the key to Nigerian‟s present and even future energy security. 

 

1.2 Coal use for electric power generation 
 Coal is an important energy resource for the world, principally for electricity generation. It is the 

world‟s most abundant and widely distributed fossil fuel, with global proven reserves totalling nearly 1000 

billion tonnes [4]. Within the last decade, in the global market the demand for coal has grown rapidly, exceeding 

that for gas, oil, nuclear and renewable energy sources, although this comes at a cost [4].  On the average, 40% 

of the world‟s electricity is generated from coal. Nevertheless this figure is even much greater in many 

countries, like in South Africa, coal fuels about 93% of their electricity generation; it is 92%, in Poland, 79% in 

China, 69% in India and 49% in the United States of America just to mention a few [4].  As can be inferred from 

the above, most developed and developing countries that have coal deposits meet their energy demands through 

coal based generation. Nigeria can also bridge its energy demand and supply deficit by leveraging on its 

abundant coal deposit resource. The potential role coal stands to play in meeting Nigeria energy needs can 
further be buttressed by the following quotes.... „‟ The growing energy needs of the developing world are likely 

to ensure that coal remains a key component of the power generation mix in the foreseeable future, regardless of 

climate change policy [4].‟‟ The onus is now for Nigerian government to find better ways of utilising coal in 

power generation while causing minimal environmental consequences. A retinue of clean coal technologies 

(CCTs) have been developed to ensure that [5]. 

 Advanced or clean Coal based power generation technologies (CCTs) are technically proven and draws 

on a cheaply available energy resource. Carbon emissions and greenhouse gas impacts are controlled.  

 An enormous amount of capital investment will be required to reach the development goals for new 

electricity capacity investment in Nigeria. It is estimated that Projected Electricity Supply by Fuel Mix (Coal) 

for 7%  growth rate scenario for the years 2015, 2020, 2025 and 2030  are 2393, 6515, 9305 , and 15, 815  mega 

watt (MW)  respectively [2]. An enormous financial investment will be needed to actualise that and Obtaining 
the required capital investment from government will be a major problem especially now that government 

funding of the power sector is becoming more difficult since there is intense competition for funds between 

different industry sectors. As a result, private participation in power projects is emerging, introducing IPP 

(independent power producer) projects into the market. For an IPP investor to invest in coal power plant in 

Nigeria, he needs to be sure he can recoup his investment with some satisfactory interest on time. Another 

drawback is revealed when it is understood that current low electricity tariffs result in financial shortfalls in the 

utilities with a consequent lack of capital for new investment. 

 In order to make a rational decision about choice of an alternative coal fired power plant technology to 

adopt in Nigeria, there is the need not just for the consideration of the environmental and technical or 

technological advantage of the alternatives but also the evaluation of the cost and benefits of the technology to 

know whether it is economically viable. This study therefore examines the economic viability of a Supercritical 

pulverised coal combustion y (SC PCC) power generation technology option for electricity generation in 
Nigeria. 
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1.3 Approach to the study 

 The economic analysis study investigates clean coal based power generation options, carries out a brief 
analysis of those that could reasonably be considered suitable for both long and short term commercial power 

generation in Nigeria and identifies a choice technology for adoption that can be evaluated economically. The 

evaluation and selection of a favoured technology consist of; 

 An assessment of the possible technologies 

 Consideration of the level commercialisation of the technologies 

 Consideration of the ability or flexibility of the technologies to burn  Nigeria coal 

 Immediate Nigerian environmental requirements and future stricter emission legislation requirements 

 Consideration of costs (both capital, LGC and O&M cost) and efficiency 

 Consideration of risks involved. 

 

 The economic viability of the technology selected was accessed by three major economic parameters; 

the NPV, the LGC and the IRR. LGC is determined by taking the net sum of the discounted O&M cost, 
replacement costs, fuel costs, investment costs, and dividing by the discounted value of the electrical energy 

generated (kWh) throughout the life of the power plant. The NPV is estimated by subtracting the discounted 

values of the various expenses of the investment from the discounted value of the income generated from the 

sale of the electricity generated by the plant over its useful life. Company tax of 32% and annual depreciation 

rate of 33.3% as recommended by Nigeria Electricity Regulatory Council (NERC) [6] were allowed for in the 

calculation. 

 

II. CLEAN COAL GENERATION TECHNOLOGY (CCT ) OPTIONS 
 The coal based electricity technologies considered for this study; the subcritical pulverised coal 
combustion (Sub PCC) technology, the supercritical pulverised coal combustion (SC PCC and the circulating 

fluidised bed combustion (CFBC) technology are presented in this section. Integrated gasification combined 

cycle (IGCC), Pressurised fluidised bed combustion (PFBC), and ultra supercritical pulverised coal combustion 

(USC PCC)  are clean coal technologies, but were not considered for selection because they are still in their 

infant stage of commercialisation and development. 

 

2.1 Sub Critical Pulverised coal Technology (Sub PCT) 

 Subcritical operation refers to steam pressure below 22.0 MPa (critical point of steam) and temperature 

of about 540oC. Sub PCC is one of the most predominant, conventional and commercialised method of coal 

conversion to electricity with over 40 years of experience [7]. Sub critical PCC owes its predominant position to 

its good all round performance and high availability. It is technically proven and commercially viable. The main 
barriers to its continued use are its relatively low thermal efficiency and environmental performance. 

 

2.2 Supper Critical (SC) Pulverised Coal Technology (SC PCT) 
 This is an improvement over the conventional sub critical pulverised coal combustion. Cycle 

generating efficiency is improved beyond that of sub critical PCC power plants by modifying the unit to operate 

at higher (above critical) steam temperature and pressure. Higher efficiency means less emission for every MWh 

of electricity generated by burning coal [7]. It is reported than more than 400 SC PCT plants are in operation 

globally [8; 9] 

 

2.3 Circulating Fluidised Bed Combustion (CFBC) 

 The CFB is a variant of the PCT plant. It is environmentally friendly, flexible to burn a wide spectrum 

of coals including blends of coal and coke. CFBC is efficient and one of the promising CCTs. The technology is 
proven in small capacity. Good technical and superb environmental performance without the aid of complex 

flue gas treatment units is responsible for its rapid development. Take up of CFBC at utility scale has been 

limited but this is mostly due to the fact that the technology is new and the largest single capacity boiler in 

operation is 460 MWe, although other high capacity plants are being commissioned [9]. 

 

2.4 Comparison of coal based generation options 

 A summary of comparison of the options at 500 MWh is presented in Table 3. This shows Sub PCT to 

have the lowest total plant cost (TPC) price option with a levelized electricity cost of $47.7/kWh. It represents 

the lowest risk of the options because of its maturity and long years of experience. SC PCC is marginally more 

expensive than Sub PCC in this assessment, but with better efficiency and environmental performance. However 

less mature, there is a high potential that it will be more cost competitive in the long run.  
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III. SELECTION OF APPROPRIATE TECHNOLOGY 
 In an earlier work by the authors, Super critical pulverised coal combustion (SC PCC) technology is 

identified as the appropriate technology for Nigeria. This is because of its more advanced commercial status 

compared with other options, and its significantly lower levelized generation cost and O&M cost compared to 

sub PCC technology.  Additionally there is known commercial experience of generating power using SC PCC in 

some African countries like South Africa; this confers on SC PCC the best technology of choice in Nigeria.  

 This technology continues to be selected as a power plant of choice in China, India, Japan and Europe by 

commercial investors ahead of other CCTs [4]. Being a highly efficient technology, it can meet the current short 

term Nigerian electricity requirements with minimal emissions and it has a great potential to meet whatever 

future long term policy of emission legislation that Nigeria may become obliged to tomorrow like Carbon 

capture and storage (CCS). 
 

Table 3 Summary of the clean Coal technologies based on a 500 MWe capacity Plant burning Sub-Bituminous 

coal [10, 11] 

 
 

 CFBC is a good and competitive option for low calorific value fuels but its capacity and the type of 

coal in Nigeria limits its selection. The highest commercial capacity of a CFB plant in operation is 

approximately 460 MWe Lagisza   plant in Poland [12] which is less than the capacity of 500 MW being 

proposed. Installation of multiple boilers of CFB to make up the capacity of 500 MW would make the LGC and 
capital and O&M cost higher by about 50-70%. USC PCC and IGCC were screened out and not considered for 

selection because they were judged not to have been proven commercial for a cost effective, competitive and 

reliable power generation in Nigeria within the next ten years. Besides, there is no technological knowhow in 

Nigeria to operate those kinds of high tech power plants. There is also greater potential for this technology's 

costs to be driven down over time and performance improved as a result of the developments in new boiler 

materials now under way. 

 

3.1 Economic viability of SC PCC power plant  

 Although diverse ways exist for checking economic viability, the most often and commonly applied 

methodology in the electricity industry for this purpose is employed below, i.e., the estimation of the levelized 

generation cost (LGC) , the internal rate of return (IRR) and the net present value (NPV) of the investment.  

In any given electricity generation project, the levelized generation costs (LGC) represents the constant stream 
of costs or electricity price  (usually in dollars) over the life of the plant, which  is needed to cover all operating 

expenses, payment of debts and accumulated interests on  expenses made by the project initially, and the 

payment of an acceptable return to the investors.  
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Levelized cost is estimated by converting the net cash flows of the project to the equivalent net present value 

costs at the first year the plant commenced operation and dividing the result by the yearly revenue of electricity 
sales over the project life time. The levelized cost of electricity is made up of three basic components; total 

capital requirement also called the investment cost, operation and maintenance cost and cost of fuel. 

 

3.2 Investment cost (I) or total plant cost (TCR) 

 TCR as used here is the sum of all the costs incurred in buying, supplying and building the plant 

including the cost of land accounted for as if they were spent instantaneously TCR consists of costs as: the PC 

boiler and accessories cost, cost of flue gas clean up systems, cost of ducting and stack, steam T-G plant, 

including cooling water system, accessory electric plant, and cost of balance of plant, engineering services, and 

some allowance for uncertainty [9].  TCR is usually provided by a mixture of loans, that is, debt contribution 

through bonds, and equity contribution. In calculating LGC, provision is made so that these costs are paid back 

with some interests to the owners and lenders over the useful life of the project. TPC are added and divided over 

the yearly generated output to get the average cost per kWh. Total plant costs of coal fired power plants vary 
depending on location, supplier, type of plant and type of fuel burnt and environmental requirements. The 

variation is however less than 10 % as observed in MIT cost estimates [10].  

 

3.3 Bond and Equity 

 A bond is an interest-carrying instrument or discounted government or corporate security that compels 

the user to pay the bondholder a specific sum of interest. However, equity financing is contributed by the 

owners of the project and usually paid back from the remaining revenues left after meeting all other obligations 

and, hence, posses a higher risk of not being completely recouped in comparison to the debt proportion.  In LGC 

estimation investigation, it is assumed that the bond and equity contributions are recouped on a fixed yearly 

basis irrespective of the quantity of generated output.   

 

3.4 Annual operations and maintenance (O&M) costs 

  As the name suggests, O&M costs represent the costs incurred in operating and maintaining the plant 

annually throughout its useful life. These costs are dependent on operation of the plant but are not essentially in 

direct proportion with the quantity of output, but will stop if plant stops operation.  Operational costs include 

labour and management costs, insurance and other services, and certain types of consumables. Maintenance 

costs include cost of scheduled overhauls and periodic upkeep.  As with TCR, these costs are summed and 

divided by the yearly generated output to come at the mean cost per kWh.  However, unlike Investment costs 

that are relatively independent of mode of operation, the operating mode significantly influence these types of 

costs.  For instance much less labour will be needed for a power plant that generates electricity only during peak 

periods of the season, as opposed to one that is used as a base-load power plant.  Nevertheless, the condition of 

power plant working seasonally will not arise in Nigeria any sooner as the demand for power has continuously 

increased for some years now and is expected to go on in coming years.  Moreover, O&M costs naturally rise 
after some time as the plant ages, as against the investment costs that are presumed steady and fixed as soon as 

the initial investment is made. 

 

3.5 Fuel and other variable and costs (F)  

 Fuel cost is the cost of coal, and depends on the plant loading and calorific value.  Variable costs are 

estimated from fuel consumption, maintenance expenditures for forced outages, and other input costs driven 

directly by hourly plant operations. 

 

IV. FINANCIAL MODELLING 
The financial evaluation used discounted cash flow (DCF) to calculate a levelized cost of generation and a net 

present value (NPV) analysis to assist in the economic analysis of the preferred coal based generation 

technology. Key project assumptions on which the study was based are: 

 The Nigerian average rate of inflation (consumer prices) within the last eight years is 12%. This inflation rate 

will be used for O&M escalation to protect the investors against future uncertainties in price escalation. 

 The price of Nigeria coal was $40 per tonne in 2005 and was forecasted to be $42 per tonne in 2010 [13]. 

Annual coal price of $42 forecasted above is assumed and fuel escalation rate equivalent of the inflation rate 

of 12% was used in fuel price escalation. 

 The capital financing for the project was assumed to be 70% borrowed through bonds at a cost of 19.29% 

and 30% owners equities at a cost of 20.9% and a company tax rate of 32% as recommended by NERC in 

multi tariff order for the determination of charges [6] for power generation in Nigeria. 
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 Although the average life of a coal power plant is between 30-40 years, a conservative economic life of 30 

years was assumed for the coal power plant so the investors can recoup their investment on time.  

 The estimation did not account for site specific factors like transmission line additions, transformer or fuel 

delivery 

 The investment cost is escalated at 3% to reflect the forecasts by power plants/equipment cost index [14]. 

 Since money has time value, and the plant will come online in 2016, all currencies are expressed in 2016 $.  

4.1 Analysis of costs  
Levelized generation cost (LGC). The cash flow diagram for the project throughout its 35 years life cycle is 

shown in figure 4.2. The levelized generation cost is estimated using equation 1 [9, 15], adapted to model the 

various inputs and assumptions 

𝐿𝐺𝐶 =
𝑇𝑜𝑡𝑎𝑙 𝑙𝑖𝑓𝑒 𝑐𝑦𝑐𝑙𝑒 𝑐𝑜𝑠𝑡

𝑡𝑜𝑡𝑎𝑙 𝑙𝑖𝑓𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛
 

                            𝐿𝐺𝐶 =
𝐼 +  1 − 𝑇  𝑂 + 𝑅 + 𝐹 − 𝑇𝐷

 1 − 𝑇 . 𝐺1°𝐶  
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𝑡=1

       
$

𝑘𝑊𝑕
                                 (1) 

 Discounted cost of investment (I).The relationship between the present (It) and (I) future value of income at 

discount rate i, is given by  

 

                                                                        
𝐼

    𝐼𝑡
= (1 + 𝑖)−𝑁                                    (2) 

Accommodating the rate of cost escalation as a result of inflation (h) into equation (2),  

The discounted value of I after N years becomes [16]. 

 
Figure.1 Investment and economic life cycle for the power plant 
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Similarly discounted O&M is calculated using the expression 

                                                     

  𝑂 =  𝑂𝑎𝑛𝑛𝑢𝑎𝑙

𝑘

𝑡=1

 
1 + 𝑕
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                                                                         (4) 

and discounted fuel cost (F) is given by 

                                                              

𝐹 =  𝐹𝑡

𝑘

𝑡=1

 
1 + 𝑕

1 + 𝑖
 
𝑡

                                                                            ( 5) 

Discounted revenue (E) from electricity generated (GA) is 
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Discounted replacement cost R is; 

                                                       

𝑅 =  𝑅1°𝑎𝑛𝑛𝑢𝑎𝑙  
1 + h

1 + i
 

t
𝑘
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                                                                  ( 7) 

Discounted depreciation (D) is given by; 

                                                         

  𝐷 = 𝐷𝐴   
1 + 𝑕

1 + 𝑖
 
𝑡𝑘

𝑡=1

                                                                               (8) 

The discount rate (i) also called the post tax weighted average cost of capital is calculated from equation (9) [17] 

𝑖 = 𝑊𝐴𝐶𝐶 =
𝐸𝐶 × 𝐶𝐸

𝐸𝐶 + 𝐷𝐶

+
𝐷𝐶 × 𝐶𝐷 

𝐸𝐶 + 𝐷𝐶

 (1 − 𝑇)                                (9) 

where, 

       𝐶𝐸 = 𝑅𝐹 + 𝛽 𝑅𝑀 − 𝑅𝐹                                               (10) 
4.2 Plant input data calculation.  

The specification of the plant and the method for calculating some of the plant input data used in the financial 

model are summarised in table 4 

 

Table 4 Plant input data used in excel calculation 

 
 

4.3 Discounted Cost of investment (I). 
 The investment cost (I) of the coal fired power plant with NOx combustion controls (low NOx burner & 

OFA) and without SO2 is estimated to be $1,800 per kW. Construction time for coal power plants is usually 4 or 

5 years [18]. Since there is no coal fired power plant construction experience in Nigeria, the schedule for 

construction of coal fired power plant in South Africa as shown in table 5 is applied here. The discounted cost of 

total plant investment (I) as determined from equation (3) using excel model, adapted to model the various 

inputs and assumptions is $1344.97 million 
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Table 5 Economic requirements for generation in Nigeria (NERC, 2008) 

Project economy 

 Construction time:                    5 years 

 Economic life:                          30 years 

 Company Tax rate:                  32% 

 Financing policy:                     Equity and debt (30:70%) 

 Asset beta (β)                          0.5 
 Risk free rate (RF)                   14.8% 

 Cost of debt (RD)                     19.29% 

 Market return (RM)                   27%      

 

4.4 Discounted value of O&M Cost (O).  
 Annual O&M cost for coal fired power plant of capacity 500 MWe in South Africa for the year 2010 

was estimated as $17.38 per kWe (2007 $) [18] which is $19.56 in 2016 $. In Nigeria, cost of labour is assumed 

to be cheaper due to disparity in the economy of South Africa and Nigeria. The annual O&M cost in Nigeria is 

assumed to be 80% of South Africans‟ O&M (i.e. 20% less). Therefore the annual O&M cost in Nigeria at the 

first year of plant operation is  

Oannual = 0.8 x $19.56 = $15.64 per kWe. 

Oannual = $15.64 x 500000 million = $7.82 million. 

Applying equation (4) in the excel model, the discounted value of O&M is 

O = $157.74 million  

 
4.5 Discounted fuel cost (F). Annual fuel cost (FA) as estimated in the cost input data estimation in table 4 is 

$47.54 million. Applying equation (5), Discounted fuel cost over the 30 years life of the power plant (as in table 

4) is F = $961.3 million 

 

4.6 Discounted value of the revenue from electricity produced annually. 

 At a capacity factor of 85% and availability of 90%, the coal fired power plant will generate an annual 

net output of 3.3507 GWh. From table 6, the average electricity tariff in Nigeria per kWh is N8.95 ($0.07 per 

kWh) at an exchange rate of 1$ for N135. 

Therefore, Eannual= GA.C= 3.3507x103x0.07 = $234.55 million 

Applying equation (6) in the Excel model, 

Discounted value of Eannual=$4743.3 million 

 

4.7 Replacement cost (R).  
 The power plant will definitely need some of its major parts changed or refurbished during its life time. 

. Assuming 15% of the total plant investment is used for the replacement. We also assume that this is evenly 

spaced over 28 years of its life time. Hence, annual replacement cost   (RA) is  

𝑅𝐴 = 0.15 ×
900

30
= $4.5 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 

Using equation (7), discounted replacement cost R is $87.11 million  

 

Table 6 Nigeria electricity tariffs Schedule for 2010 (NERC, 2008) 

Type of load Tariff code categories Energy charge (N:K/kWh) 

Residential R1-R5 (MD) <5kVA to < 20 MVA 1.80-12.50 
Commercial C1-C4 (MD) <5kVA to < 20 MVA 9.40-12.30 

Industrial D1-D5 <5 kVA to > 20 MVA 9.80-12.90 
Special tariff class A1-A6 <15 kVA to < 20 MVA 8.60 
Street lightening SI 1ph, 3ph 6.60 
  Average 7.28-10.62($0.07 ) 

Exchange rate used: $1 = N135 

 

4.8 Discounted value of depreciation expense (D).  

The power plant will depreciate in value with use. Hence a depreciation allowance is usually allowed for the 

replacement of the plant at the end of its economic life. Annual depreciation expense DA is given by 

 

𝐷𝐴 =
𝑡𝑜𝑡𝑎𝑙 𝑝𝑙𝑎𝑛𝑡 𝑐𝑜𝑠𝑡

𝑑𝑒𝑝𝑟𝑒𝑐𝑖𝑎𝑡𝑖𝑜𝑛 𝑝𝑒𝑟𝑖𝑜𝑑
=

900

30
= $30 𝑚𝑖𝑙𝑙𝑖𝑜𝑛 

Applying equation (8),  
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Discounted depreciation cost (D) is D = $222.4 million. 

 

4.9 Net Present value (NPV). 

This is the net cash flow throughout the life of the power plant. It is the difference between benefits accruing 

from the investment and costs or expenses incurred in running the business. 

NPV after tax is calculated by the expression [15] 

       𝑁𝑃𝑉 𝑎𝑓𝑡𝑒𝑟 𝑡𝑎𝑥 𝑎𝑡 𝑇% =  1 − 𝑇  𝐸 −  𝐹 + 𝑂 + 𝑅  + 𝑇 × 𝐷 − 𝐼                  (11)     

Applying  equation (11) in Excel model adapted 

NPV at a tax of 32% is 1131.44 million dollars. 

 

4.10 Levelized generation cost (LGC). 

 Applying equation 1 in the excel model, the levelized generation cost of the power plant is estimated thus,  

LGC= $0.045 per kWh (N6.1 per kWh) 
Allowing 30% for profit, the tariff for power from the power plant will be $0.059 per kWh (N7.8 per kWh). 

 

4.11 Pay back period  (PB) and Internal rate of return (IRR).  

The payback period is 19 years while internal rate of return of the project is 20.8%  

 

 
Figure 2 Graph of Plant life VS cumulative DCF 

 

 
Figure 3 Sensitivity of NPVand LGC on Capacity factor 

 

4.12 Sensitivity/Risk Analysis: Impacts of Major Factors on LGC.  

 The LGC and other economic performance indicators (NPV, IRR, PB) estimated are determined 
majorly by four cost parameters; the investment cost, the O&M cost, the capacity factor and the cost of fuel. 

Since some of these cost are estimated and assumptions in future values are difficult to predict accurately, there 

would always be some uncertainty about the projects results. To reveal the potential risks that may be associated 

with the input factors and proffer solutions, the SC PCC study was subjected to further sensitivity analysis of the 

plant capital, O&M and capacity factor. Three alternative scenarios were created, one being the original plant 

capital of $1800/kW (Identified as the base case) and the other two scenarios. For each scenario the plant cost, 

O&M cost and capacity factor were further increased by a percentage until the NPV becomes negative and that 

point becomes the switching value of the project. The other scenario is cost reduction by 10% and then 15% to 

demonstrate the effect of a 10% and 15% subsidy of plant capital cost, O&M cost, and fuel cost. The main 

inputs and results for the sensitivity analysis are shown in table 7.  
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An investment cost of $1800 per kWe at a tax rate of 32% and discount rate of 15.4% translates in the analysis 

of this study to LGC of $0.045 per kWh which is very well below the tariff benchmark of $0.07 per kWh set by 

the Nigeria electricity regulation council (NERC, 2008). With all other factors remaining constant, a capital cost 

increase by about 50-65% will still give good returns on investment. However, cost above $3327 per kWh (i.e. 

increase above 65%) will change the Npv to a negative value. 

The discount rate is the interest rate used to determine the present value of the future streams of income from the 

project. The relationship between discount rate and LGC or NPV will reveal to investors what range of discount 

rates will produce a positive cash flow and hence electricity tariff below the benchmark of $0.07 per kWe. A 

discount rate below 20% will give a positive NPV and electricity with tariff rate within the limits set by NERC. 
However, a discount rate of above 20.7% is the switching value and will change the project to a non profitable 

one. 

 The capacity factor is another important factor in the analysis of a power plant performance 

economically. The NPV drops progressively as the capacity factor is decreased from 85 through 70 t0 65% and 

becomes negative at a capacity factor of 47.6%.  

An increase in fuel cost to about 150-165% of the base fuel cost will l not change the NPV of the project to a 

negative value, but the lower the fuel cost, the lesser the cost of electricity. However, fuel cost increase to about 

170% will switch the NPV of the project to negative. 

 

V. SUMMARY OF MODELLING 
A summary of a levelized unit cost of generation and NPV cost analysis performed, using a DCF model, 

adapted to model the various inputs and assumptions attributable to the selected alternative is shown in table 8. 

 

 
 

VI. CONCLUSIONS 
 Coal based electricity has been a major source of power in so many countries especially those that have 

coal deposits. It is a major contributor of the power sectors of USA, China, South Africa, Australia to mention 

just a few. Nigeria has plentiful coal deposits but cannot meet its power needs presently because it has been 

depending solely on oil and hydro sources for its power needs. The gap between Nigeria‟s electricity demand 

and supply continues to widen, reinforcing the rising pace of economic and social development.  

The integration of coal power generation in the Nigeria electricity mix will not only guarantee the steady and 

interruptible power supply that has eluded it for centuries, but will ensure security of energy supply, stability in 
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prices of electricity by removing unnecessary monopoly in the electricity sector and also ensure survival and 

continued operation of companies in the Nigerian environment while also attracting new ones. This will have a 
general multiplier effect of creating additional employment opportunities for the teeming unemployed youths 

while also setting the pace for the attainment and sustainability of growth and development of Nigeria economy. 

The outcome of the economic evaluation of the selected SC PCC technology assuming 70% equity and 30% 

debt funding at a company tax rate of 32%, inflation rate of 12% and discount rate of 19.6% (WACC) is as 

follows; 

 

 The project would cost $1.34 billion (2016 $) over the 5 years construction period and would generate a net 

present value of $1.13 billion over the thirty years of its economic life. 

 The LGC of the electricity from the SC PCC Plant is estimated as 0.045 dollars per kWh at an internal rate 

of return of 20.8% which means the cost of the electricity supplied to the grid could be up by about 50% 

and still be within the limit set by Nigeria electricity regulation council (NERC) which is $0.07 per kWh. 
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Abstract: - Mass transfer coefficient (KLa) and gas hold up (ɛ g) were characterized in 8 liter internal air lift 

loop reactor (down comer-to-riser cross-sectional area ratio = 0.249) as function of the superficial gas velocity 

in the riser (Vgr). Data were obtained in air–water, air-50% glycerol solution, air-10%acetic acid solution, air-

10%NaCL solution and air-2% carboxyl methyl cellulose solution (CMC) systems. Extent different gas velocity 

ranges 0.01-0.1 m/s and air dispersed into the center of riser by using porous gas distributor. The  results  

showed  that(εg)  and (KLa) increased with increasing gas velocity and coalescence  inhibition in liquid , in 

(CMC) solution (KLa) is approximately similar to that in water while  the increasing  in coalescence and  liquid 

viscosity    reduces (εg ) and (KLa) . 

 

Keywords: - Airlift reactor; Mass transfer; Gas hold up; Liquid-phase properties 

 

I. INTRODUCTION 
 Airlift reactors (ALRs) are suitable for many different processes. They are mainly used as bioreactors 

in fermentation processes and in the biotransformation of many substances [1, 2]. In wastewater treatment ALRs 
are increasingly being developed [3, 4, 5, 6]. Airlift loop reactors find extensive applications in many areas of 

chemical engineering, especially for homogeneous as well as heterogeneous single and multiphase systems due 

to their simple construction and operation, directed circulation flow, good mixing and favorable ratio of 

interfacial area to energy dissipation rate per unit volume, low investment, operational costs and relatively lower 

power requirements [7]. Based on their configurations, airlift reactors can be classified into two groups: internal-

loop (IL- ALR) and external-loop airlift reactors (EL-ALR). An internal-loop airlift reactor contains a vertical 

baffle or a draft tube by which a loop channel for fluid circulation is formed in the reactor. An external-loop 

airlift reactor consists of two vertical tubes (a riser and a down comer) which are connected by horizontal 

connections at the top and bottom. [8]. The intrinsic complicated hydrodynamic structures induced by bubble 

motion and associated with wake interaction, have been recognized to be the key factors responsible for heat 

and mass transfers. Because bubble-induced flows in the airlift reactor are identified to be dynamic in nature, the 
time averaged flow properties cannot well represent the dynamic governing mechanisms of flow structures. IL-

ALR and EL-ALR have been widely studied experimentally. Some of these studies focus on liquid velocity 

circulation, gas and solid phase hold-ups [5] and on mass transfer [9]. To design and operate ALRs with 

confidence, the knowledge of gas-liquid mass transfer is required to characterize the performance of the ALR. 

The main parameter used as an indicator for gas-liquid mass transfer rate is the gas-liquid mass transfer 

coefficient (KLa). A large number of researchers [10, 11, 12, 13, 14, 15, 16] have investigated the mass transfer 

performance in the ALRs together with their hydrodynamic behavior. It was found that the knowledge of 

hydrodynamic behavior is critical for design purposes because of their strong influence on mass transfer. 

Although a large number of investigations contributed to the knowledge of the effect of various parameters on 

hydrodynamic and mass transfer characteristics in ALRs, available information frequently showed wide 

variations and conflicting claims. The contradiction is regularly attributed to the difference in the reactor 

geometries, experimental conditions and experimental techniques. However the present knowledge suggests that 
this contradiction is brought about by some complicated phenomena taking place in ALR, such as the bubble 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 26 

size distribution, internal liquid circulation, etc [17, 18, 19, 20,21]. The purpose of this study is to clarify 

experimentally the effects of the gas velocity and liquid phase properties(viscosity  and coalescing behavior) on 

gas hold-up, and mass transfer coefficient(Kla) in concentric-tube airlift loop reactor  when the ratio of draught 

tube diameter to column  diameter  is  equal  to  0.5  and  the  air  is sparged  into  the center of the riser.      

  

II. EXPERIMENTAL SECTION 
            A  schematic  diagram  of  the  experimental  set-up  used  in  this  work  is  shown in  Figures 1a and 
1b. Aconcentric aplexiglass tube airlift reactor  of an inside  diameter  of 0.9  m and  about a total  height of 1.30  

m with draught tube  dimensions inside  diameter of 0.045m and a total height 0.90 m was used. The volume of 

the reactor was 8 liter and Ad /Ar=0.249,where Ad is the downcomer superficial area(m2)and Ar is the riser  

superficial area (m2).  The water level in the reactor was 0.75 m.  The  draught tube was fitted with three support 

legs at the upper and the lower end of the column so as to locate it in central position at any distance above the 

base.  The  column  consists  of  two  main  sections, namely:  the  gas  inlet  section  and  the  liquid recycling  

testing  section.  The  gas  inlet  section consists of a gas distributor. At  the  bottom  of  this  section,  two  lines  

are connected  together  before  entering  the  distributor section  each  line  has  a  valve  to  be  opened  or 

closed as required. One of these lines is the air inlet flow.  Air  compressor  supplied  the  line  with  the desired 

amount of air needed; for the  experiment, the amount of air was measured using a gas meter. The  other  line is  

the  nitrogen  gas  inlet  flow. The nitrogen was supplied from a cylinder.  A  gate  valve  was  used  in  the  
nitrogen  flow, which  must be  shut  off  when  air  was  sparged to the  column,  and  must  be  opened  during 

desorption process. The  liquid  testing  section  contains  two openings, one for liquid out-flow and the other for 

liquid in flow. The  circulation  of  liquid  in  the  column  was achieved  using  a  dosing  pump  placed  in  the 

recycling  line.  A  ball  valve  placed  in  the middle of  the  recycling line  was  used  to  take  various samples  

at  various  times  to  measure  the concentration  of  the  dissolved  oxygen  during  the operation. The  water  is  

fed  to  the  top  of  the  column  and discharged from the bottom of the column using adosing pump.  

Compressed  air  at  (100-150)psig  was  supplied  using  a  reciprocating compressor.The  desired  air  flow  

rate  was  set-up  using gate valve and the amount was measured with a gas meter. The  dissolved  oxygen  

concentration  in  the liquid  phase  was  measured  using oxygen  meter device type a (YSI-5100),which  

consists  of  a probe metal  electrode.  The liquid  phase  (batch)  consists  of  the  following systems  (only  

water,  water- glycerol,  water-CMC) the chemicals used in the present study were procured from Permula 
Chemicals SDN.BHD., Malaysia. The  gas  distributor  in  Fig  1.c  was constructed  from  a  ceramic  material  

and  the  type is a multi hole tuyere. The distributor has equivalent pore diameter of 0.15 mm and a free section 

of 80%. 

 
 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 27 

 
Figure 1: (a) Experimental apparatus; (b) column; (c) gas distributor 

 

TABLE A1-Physical-properties for pure liquids at T = 20 oC 

 
 

The solution of CMC (carboxy methyl celluose) shows non newtonian, pseudo plastic behavior, which can be 

described by the power law of ostwald and deweale:  

t = K ɤ n 

Where:- 

K: ostwald factor (consistency index)   

n: flow behavior index  

ɤ : shear rate 1/sec  

t: shear stress  

µeff= ɤ n-1      

where µeff: effective liquid phase viscosity Pa.s  

Y = 5000 Vg [22] 
Where Vg: gas velocity m/sec. 

 

TABLE A2- Physical properties for mixtures used with various concentration at T=20oC 

 

III. MEASUREMENTS OF GAS HOLD-UP AND VOLUMETRIC OXYGEN 

TRANSFER COEFFICIENT 
  The overall gas hold up ɛg in the reactor was determined by visual measurements of the static liquid 

height HL and the aerated height HF. The gas holdup ɛg was calculated from the following equation. 

                                
 oiF

LF
g

SVH

HH

/


                                                                                                   (1) 

 oi SV /  In Eq. (1) is a correction term for the volume of the draft tube [23].   

The physical absorption of oxygen in the air by the liquid was employed to determine the mass transfer 

coefficient.  A material balance of oxygen in the liquid gives:- 

 

 ρ  

(Kg/m3)103 

µ   

(CP) 

σ  

(dyn/cm) 

νL   

(cm2/sec) 

     

Water 0.998 1.002 72.86 1.004 

Glycerol 1.261 1.005 6304 0.796 

CMC 1.008 K=0.012 ps.sn 

n=0.8 

73 1.23 

Acetic-Acid 1.049 1.219 27.6 1.162 

NaCL 2.165 1.295 72 0.598 

 ρ  

(kg/m3)103 

µ  

 (CP) 

σ  

(dyn/cm) 

νL  

(cm2/sec) 

Water-Acetic Acid 10 % 1.026 0.916 22.225 0.8932 

Water-glycerol   50% 1.126 6.00 64 0.8905 
Water-CMC          2% 1.009 K=1.320 Pasn 

n=0.5 

69 0.09051 

Water-NaCL       10% 1.0216 0.9247 48.375 0.9051 
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Rearranging Eq. (3) gives 

 

                                                              
t

K

CC

CC
Log

g

La

iSa

iSa .
1303.2 





                                                      (3) 

   

Plotting the left hand side of Eq. (3) with(t),the avarge slope of the plot will give the term 

 gLaK 1303.2 The values of (εg) were determine as mentioned in (1), then (kLa) can be calculated. 

 

IV. GASHOLD UP AND MASS TRANSFER COEFFICIENT RESULTS 

Fig 2 shows the influence of gas velocity for different liquid phase systems (water, water-glycerol, 

water-CMC) on gas hold-up when the down comer-to-riser cross-sectional area ratio = 0.249. The gas hold-up 

increases with increasing gas through put (gas velocity), but interact mutually, depending on liquid phase 

properties. Many Literatures revealed that increasing superficial gas velocity increased the gas holdup 

[24,25,19,21].  The viscous solutions of glycerol and CMC show only slightly higher gas hold-ups than water.  
In spite of similar a flow property of the CMC and glycerol solutions, gas hold-up in the CMC solution is 

somewhat larger, due to accompanying coalescence inhibiting. In general, low viscosity liquid exhibit bubble 

disintegration behavior.  whereas, a trend towards bubble coalescing behavior has been observed with increasing 

the viscosity of the liquid media, as shown by many investigators [26, 27]. 

 Fig 3 shows the effect of using different liquid phase (water, water-acetic acid, water-NaCl ), on gas 

hold up. Low electrolyte concentrations have no noticeable effect on the surface tension of the solution. 

However the ionic forces in the liquid bulk reduce the bubble rise velocity and the bubble coalescence.           As 

a result, the gas holds- up increase.   For high electrolyte concentration, the interfacial tension increases, 

resulting in increased bubble size and reduce gas holdup. 

 Fig 4 shows the influence of gas velocity for different liquid phase systems (water, water-glycerol, 

water-CMC) on (KLa) when the down comer-to-riser cross-sectional area ratio = 0.249.  The volumetric-mass 

transfer coefficient (KLa) is a function of gas hold-up and mean bubble size. The  Kla   values  for  water  
increases  with increasing  gas velocity because  of the  increase  of the axial dispersion coefficient DL. The mass 

transfer coefficient in (water-glycerol) system reaches its maximum value at gas velocity of about 0.02 m/sec; 

owing to the strong coalescence promoting properties of highly viscous liquid, large bubbles are formed already 

at very small gas throughputs. The reduction of bubble size with increasing gas velocity is a characteristic 

feature of pseudo-plastic (water-CMC) system [28], therefore the mass transfer coefficient are smaller than that 

in water, and larger than in (water-glycerol) system.   

   Fig 5 shows the effect of using different liquid phase (water, water-acetic acid, water-NaCl ), on (KLa) when 

the down comer-to-riser cross-sectional area ratio = 0.249. For electrolytes as mentioned before, the ionic forces 

in the liquid bulk reduce the bubble rise velocity and the bubbles coalescence, so that the mass transfer 

coefficient is increased. 

 

V. CONCLUSIONS 
From the present study the following conclusions were made: 

1. The gas hold-up and mass transfer coefficient in air lift loop reactor, where gas is dispersed into the center 

of base of inner draught tube using a porous multi hole distributor and the reactor volume equal to 8 liters 

increase with increasing gas velocity, for Vg equal or less than 0.1m/sec, only for the case of (water, 

glycerol) system, the mass transfer coefficient reaches its maximum at gas velocity of 0.02 m/sec. This 

observation is in agreement with many experimental works [29, 25, 30, 17, 15, 21]. 

2. Gas  hold-up  and  mass  transfer  coefficient  decrease  with  increasing  liquid  phase viscosity  and  liquid  

surface  tension. 

VI. NOMENCLATURE 
a Specific gas-liquid interfacial area based on aerated liquid volume m-1

 

Ci Concentration of dissolved oxygen at any time p.p.m 

C0 Initial Concentration of dissolved oxygen p.p.m 

CSa Saturated concentration of   dissolved oxygen p.p.m 

DC Column diameter. 

Di Diffusivity of oxygen in solution m2/sec 

DL Axial dispersion coefficient (liquid) m2/sec 
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g Acceleration of gravity m/sec2 

HL Static slurry height (m) 

HF Level of aerated slurry (m) 

KLa Overall mass transfer coefficient, based on aerated slurry volume.  (Sec-1) 

t Time (min) 

Vg Gas velocity (m/sec) 

 

Greek letters 

εg Gas hold up 

ρL Liquid phase density kg/m3 

μL Liquid phase viscosity (Cp) 

νL Kinematic viscosity of liquid phase (cm2/sec) 

σL Liquid phase surface tension  dyn/cm 

 

Subscripts 

G gas 

L liquid 
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Figure 3: Gas hold up versus gas velocity   for different liquid phase system. 
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Figure 5: Mass transfer coefficient versus gas velocity for different liquid phase system. 
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Abstract: - Membrane distillation is an emerging technology for desalination that differs from other membrane 

technologies and in which the driving force for desalination is the difference in vapor pressure of water across 

the membrane, rather than total pressure. The membrane is hydrophobic material that allows water vapor only to 

pass across.  The vapor pressure gradient is created by heating the source water, thereby elevating its vapor 

pressure. The major energy requirement is for low-grade solar energy.  
 The technique used to desalinate water is the Air Gap Membrane Distillation (AGMD), which is more 

compact, less energy-consuming and required lower temperature (between 40 °C to 80 °C) than conventional 

distillation processes. In this paper, the work aims to establish a mathematical model of the Navier-Stockes 

equation applied to a porous membrane of polytetrafluoroethylene. PTFE nanofiber membrane could be used in 

membrane distillation to produce drinking water from a saline water of NaCl.  

 

Keywords: - tubular membrane, distillation, brackish water, Poiseuille flow, porous, Darcy’s law, Navier-

Stockes, desalination 

 

I. INTRODUCTION 
 The population of the world is increasing, and fresh water is the primary requirement for life in the 

universe. However, while water covers about three-quarters of the earth’s surface, only 3 % is fresh water from 

various sources, and not all of this limited quantity is suitable for drinking. 
 Thus, water treatment is usually needed, and desalination is the most efficient method for providing 

fresh water from brackish and/or seawater. However, desalination is energy- intensive process. And because of 

scarce availability of wood and oil and high capital and operational cost, the desalination based on renewable, 

safe, free and clean solar energy is the promise for a cost-effective solution. 

 The steady flow in a long channel or in a long tube of circular section under the action the pressure 

gradient imposed at the two ends, usually known as Poiseuille flow or Hagen Poiseuille flow, is a typical 

textbook example in fluid dynamics. In the last few years, numerous authors [1-9] have analyzed this problem 

with the channel geometry when the pressure difference is replaced by a constant external field. 

The objective of this work is to analyze theoretically the effect of membrane pore size and porosity. 

 

II. MEMBRANE DISTILLATION CONFIGURATIONS 
 Membrane distillation (MD) is an emerging technology for desalination. Membrane distillation differs 

from other membrane technologies, the fact that the driving force for desalination is the difference in vapor 

pressure of water across the membrane, rather than total pressure. The membranes for MD are hydrophobic, 

which allows water vapor (but not liquid water) to pass. The vapor pressure gradient is created by heating the 

source water, thereby elevating its vapor pressure. The major energy requirement is for low-grade thermal 

energy. 

 A variety of methods have been employed to impose the vapor pressure difference across the 

hydrophobic membranes [1]. In every case, the raw water to be desalted directly contacts the hot side of the 

membrane. The four classes of membrane distillation are therefore (Fig. 1) [2]: 
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• Direct-Contact Membrane Distillation (DCMD). The cool condensing solution directly contacts the membrane 

and flows in a countercurrent system to the raw water. This is the simplest configuration. It is well suited for 

applications such as desalination and concentration of aqueous solutions. 

• Air-Gap Membrane Distillation (AGMD) in which an air layer is interposed between the membrane and the 

condensation surface.  

• Sweep-Gas Membrane Distillation (SGMD). A sweep gas pulls the water vapor and/or volatilizes from the 

system. Useful when volatile salts can be removed from an aqueous solution. 

• Vacuum Membrane Distillation (VMD). A vacuum is used to pull the water vapor out of the system. Useful 

when volatile salts can be removed from an aqueous solution. 
Membranes with lower thermal conductivities and higher porosities improve the performance of single-

membrane designs while thinner membranes improve the performance of air-gap designs. This device can be 

used with a solar heating system which already uses concentrated salt solutions. 

 

 
Figure 1 - Membrane distillation configurations (a) DCMD, (b) AGMD, (c) SGMG, and (d) VMD 

 
The advantages of membrane distillation are: 

• It produces high-quality distillate. 

• Water can be distilled at relatively low temperatures (40 °C to 90 °C). 

• Low-grade heat (solar, industrial waste heat or desalination waste heat) may be used. 

• The water does not require extensive pretreatment as in pressure-based membrane treatment. 

 

III. PHENOMENA DESCRIPTION OF AGMD 
 Out of all the different MD processes, AGMD was selected for modeling because the model was more 

general than for some other MD processes, and is therefore easier to modify for modeling other types of MD 
processes. A schematic of an air-gap membrane distillation unit is shown in figure 2. The brackish or saline 

water to be distilled is heated and passed by one side of the membrane. Water vapor diffuses across the 

membrane and air gap to the other side, where it condenses on the cooler surface. The right side of the air gap is 

kept cool by a flow of cooling water. The overall process is driven by a gradient in water vapor pressure, rather 

than a difference in total pressure. Thermal energy is required to elevate the vapor pressure of water in the hot 

stream. Figure 3 illustrates the scheme of a cylindered membrane PTFE. 

                     
Figure 2 - Schematic of air-gap membrane distillation.     Figure 3 - Vertical and cylindered membrane PTFE 

 

 The membrane itself is hydrophobic with pore sizes rp, usually in the range of 0.05 m to 0.2 m. 
Lawson and Lloyd (1997) [3], for example, used polypropylene membranes with maximum pore sizes rp 

ranging from 0.3 m to 1.1 m. Water is kept from penetrating the pores by surface tension and capillary 
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pressure. Table 1 summarizes surface energy of some membrane materials and table 2 recapitulates 

characteristics of commercial materials commonly used in membrane distillation. 

 

Table 1 - Experimental surface energy of some material membranes used in MD [4] 

Membrane materials  Surface tension 
LV

  mN /  

PTFE 0.0191 

PP 0.0300 

PVDF 0.0303 

PE 0.0332 

 

Table 2- Characteristics commercial materials commonly used in membrane distillation [5] 

 Membrane Trade 

Name 

Manufacturer Material Thickness
 

(m) 

pore size y 

(m) 

Conductivities 

k (W-1K-1) 

Porosity 

 (%) 

TF200 Gelman PTFE 55 0.20 0.0382 75-85 

TF450 Gelman PTFE/PP 178 0.45  80 

TF1000 Sartorious PTFE  1.00  75-80 

GVHP Millipore PVDF 118 0.22 0.041 70 

HVHP Millipore PVDF 140 0.45 0.040 75 

S6/MD020CP2N 
Akzo Nobel 

Microdyn PP 450 0.2 
 

70 

 
Figure 4 - Scheme of an operating modular solar system of the membrane distillation 

 

 To study the performance of the modular solar thermal desalination system, analytical calculations have 

been made as illustrated (Fig.4). The salt-water supply is heated from a set (solar collector (7-8), conventional 

heat exchanger (5-6)). In the tubular porous membrane, the temperature of the brine is between 30 °C and 90 °C 

[4]. The wall of the tube is hydrophobic allowing only radial diffusion of the vapor. Steam generated through 

the membrane and the air gap condenses on the inner wall of the second pipe to be collected. The energy 

balance equations will be presented in next sections. 
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IV. THE POISEUILLE MODEL FLOW: THEORETICAL APPROACH 
 The Poiseuille flow model is based on viscous flow through a cylindrical capillary wall (Fig.5). When 

the capillary diameter is large compared with mean free path lengths and a pure substance is present in the 

capillary we have the classical Poiseuille’s problem. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 5- AGMD cell configurations 

 

4.1. Mathematical and physical modeling at steady state 

A steady state, laminar, incompressible, viscous and isothermal flow in a cylindrical tube with a permeable wall 
is considered. The velocity profile in laminar flow in a tubular membrane is plotted as illustrated (Fig.6). 

 
Figure 6 - Plot of velocity profile for laminar flow in a tubular membrane 

 

For micro porous membrane, the viscous flow equation may be written as: 

ppv nmJ 
        

(1) 

where 
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assuming the pore is a uniform circular tube. 
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 Balancing the viscous shear forces acting over the surface, the velocity distribution over the cross section of the 

pore is given by: 
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(3) 

The mass flow rate through the pore can be obtained by integrating equation (3) over the cross section of the 

pore size. 
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Substituting equation (4) and (2) into (1) we have 
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where Thm and Tcm are the temperatures of the hot and cold sides of the membrane.

 And in general, equation (5) may be written as: 

vpv pKJ .
       

(6) 

where Kp, the permeability of the membrane due to Poiseuille flow, is expressed by 
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The vapor pressure (pv) were calculated using the Antoine equation [1] as 

45

3841
32823




T
.pln v

                    

(8) 

The effect of the presence of salt in the solution on the vapor pressure at the hot surface onto the membrane side 
has been accounted by using the empirical correlation for the boiling point elevation. Raoul’s Law can be used 

to express the vapor pressure at the hot side of the membrane (phm) as 

   hmvhmshm TpCp ,1
                          

(9) 

 

4.2. Velocity problem  

Consideration is given to a constant property fluid flowing in a straight tube of circular cross section, at the 

walls of which there is a uniform mass transfer. 

The mass conservation and momentum equations, Navier-Stokes equations expressed in cylindered coordinates 

with axisymetric assumption are: 
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where Vr and Vz are the velocity components. 
At the permeable, porous, homogeneous and isotropic wall, the wall suction velocity is given by Darcy’s law as 

mentioned in the previous section. Considering the boundary conditions, at the inlet developed laminar profile is 

considered, ie, Poiseuille flow which leads to: 
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In the entrance region the flow is not developed, and the following equation has been recommended for 

turbulent flow in tubes. The solution depends on both the Reynolds axial and filtration number. 

1307300970 .
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turbulent flow             (15) 

 where D is the equivalent diameter of the flow channel and L is the tube length 



 pC
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rV
Re e
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V. RESULTS AND DISCUSSIONS 
Simulations have been carried out for following data: 

- the analysis is made for the inlet temperature of the feed solution (Thi) in the range (40 to 80) °C computed at  

5 °C increments; 

- Steady state: feed solution inlet velocities (Ve) of 0.1 m.s-1 to 0.8 m.s-1 ;  

- cooling solution inlet temperatures (Tci) of 5 °C to 20 °C at 5 °C increments; 
- air/vapor gap widths (δg) of 1 mm to 5 mm at 1 mm increments; 

-membrane thermal conductivities (km) of (0.05 to 0.3) Wm-1.K-1 at 0.05 Wm-1.K-1 increments; 

- membrane porosities ( = 0.70 to  0.80); 

-membrane tortuosity ( = 1.7). 
 

 
Figure 7 - Plot of velocity along the membrane length 

 

 It is observed (Fig.7) the boundary layer grows with a faster rate near-by the entrance of the channels. 
This implies that the heat transfer coefficient, and thus the local permeate flux, are (as expected) higher near-by 

the hot channel entrance. 

 The velocity increases along the radius of the membrane with the input speed of the hot solutions (0.1 

m/s to 0.8 m/s). We observe that (Fig.8) it is higher in the wall of the membrane, which allows a relatively large 

water production. This effect can reduce the resistance time of the steam within the membrane. The velocity 
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affects the process by reducing the boundary layer thicknesses of the temperature and concentration of the hot 

solution and the temperature of the cold solution. 

 
Figure 8 - Plot of velocity through the radial axis 

 

The feed solution temperature has a major effect on the permeate flux. This increase is larger at higher 

temperatures because the vapor pressure increases exponentially with increasing temperature. 

Figure 9 shows the permeate flux (J) as a function of both the hot and the cold solutions inlet velocities. The 
improvement is because higher velocities reduce the z-direction temperature drop in the solutions, increasing the 

driving temperature difference, and that has a higher effect on the vapor pressure in the hot solution. 

 

 
Figure 9 - Effect of the average temperature of feed and permeate side solution of the commercial. PTFE 

membranes [Tci = 20 oC, uhi = 0.1 m.s-1 ,  = 0.7 to 0.9]. 
 

Figure 10 shows that the permeate flux from the interior of the membrane increases as a function of porosity. 

Depending on the value of dimensionless radius it decreases slightly, indicating that the appearance of the 

membrane permeable and selective. 
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Figure 10 - The effect of membrane radius on the permeate flux. 

 

 
Figure 11 - The effect of distance on the Nusselt number. 

 
 Figure 12 -  Hombeck solution in comparison to our model 
 

To validate our model, we compared it with the experimental work of Hombeck (Fig.12). The Nusselt number 

characterizes energy heat transfer between a solid surface and a fluid in motion. The Prandlt number compares 

the speed of the thermal and hydrodynamic phenomena in a fluid. A high Prandlt (Pr = 5) indicates that the 

temperature profile. 
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Figure 13 - Effect of polarization of temperature 

 

 
 Figure 14 - Efficiency of the AGMD model 

 

The performance of the proposed model is the order of 0.94 % for different porosities (0.7, 0.8 and 0.9) on this 

curve, it increases with the operating temperature of the system that is to say from 40 °C to 80 °C. 

 

VI. CONCLUSIONS 
 This paper describes Poiseuille flow model to simulate the permeate flux of water in cross flow 

filtration tubular membrane. The flow in the hot fluid region and in the porous medium is described by the 

Navier-Stokes equations and Darcy’s law. First the model was carefully validated by Hombeck experimental 
model. 

 The effectiveness and efficiency of the model have been assessed, however, understanding of the 

physical phenomena and the behavior of the model should require the pursuit and deepening of this work. 

But we think that Poiseuille flow should not be neglected in the process of desalination since it intervenes 

largely depending on the type of membrane used. 
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VII. LIST OF SYMBOLS 
Cs  mole fraction of NaCl 

dh   half-width of the flow channel, m 

g  acceleration of gravity, m.s-2 

Hm   membrane length, m 

J  length-averaged permeate flux at the hot 

side of the membrane, kg.m-2.s-1 
K  membrane Permeability, m-1.s 

Jv  local permeate flux at the hot side of 

membrane, in vapor phase, kg.m-2.s-1 

Km mass transfer coefficient, J.m-2.s-1.K-1 

M  molar mass, kg.mol-1 

m  mass, kg 

m  mass flow rate, kg.s-1 

Nu  Nusselt number 

P  pressure, Pa 

Pr  Prandlt number 

Pv  water vapor pressure, Pa 

Re  Reynolds number of the hot solution 
channel 

R  Universal gas constant, J.kmol-1.K 

rp membrane pore size, m 

r1  largest membrane pore , m 

T  temperature, oC 

Tci inlet temperature of cold solution, oC 

Thi inlet temperature of hot solution, oC 

T  Average temperature, oC 

V velocity, m.s-1 

Ve velocity of feed solution, m.s-1 

Vr the velocity in radius direction, m.s-1 

r  coordinate normal to the solution flow 

z coordinate along the solution flow 

 

Greek letters 

ΔP water vapor pressure difference, Pa 
δ Thickness or width, m 

ε  porosity of the membrane 

γl surface tension of water, N.m-1 

μ  dynamic viscosity, kg.m-1.s-1 

ρ density, kg.m-3 

  tortuosity 

Subscripts 

a Air 

atm Atmosphere 

Avg Average 

c cold solution 

f condensate film 

fp condensate film/cooling plate interface 
g vapor/air gap 

gf air gap/condensate film interface 

h hot solution 

hi inlet of the hot channel 

hm hot liquid/membrane interface 

i inlet of the channel or ith domain 

m membrane 

mc membrane cold side 

mg membrane/air gap interface
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Abstract: - Loading luggages in the aircraft is the primary step in Air Travel. The flow time involved in the 

movement of passengers and luggage from parking to the Aircraft reflects the Airport Management as well as is a 

primary metric to determine customer satisfaction. This paper presents a case wherein the time involved in the 

loading of luggage from parking to Aircraft from both customer and service provider’s point of view is analyzed. 

Simulation is used to model the existing system and find alternate ways to reduce the overall time taken in 
loading luggage. Simulation results showed that by using alternate process of loading operation, the overall time 

can be reduced along with lower congestion and delays. Implementation of the proposed operational model would 

result in greater customer satisfaction as the overall time spent in loading luggages onto the aircraft would be 

reduced. 

 

Keywords: -  simulation, flow time, loading, Airport management. 

 

I. INTRODUCTION TO EXISTING SYSTEM 
 The flight can only take-off after all the luggages are loaded onto the Aircraft. Thus loading is one of the 

most critical activities in Air Journey. Delays in flights due to high flow time of loading luggages in aircraft 

reflect poor Airport Management. This paper presents a case study at a medium scale private Airport wherein the 

process of loading luggages is analyzed. The present Operational set-up is associated with delay of flights, 

congestion, and panic during peak load i.e. when the number of luggages is high. The number of flights that take 
off and the number of luggages handled during takeoff is shown in figure-1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure-1: Number of luggages handled and number of take-

offs. Figure shows the fluctuation in number of luggages 

and the peak number of luggages handled per day 
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 The overall loading process starts from the moment the passenger arrives at the parking lot and ends 

when the passenger as well as the luggage is loaded onto the Aircraft. The passenger hands over the luggage to 

the loaders (manpower responsible for loading to aircraft) and subsequently signs the luggage tag. All the other 

activities such as movement of luggages to x-ray machine, loading/ unloading from x-ray machine, loading 

luggages to aircraft etc. is done by the loaders. The flow of luggages and passengers during the loading operation 

is shown in Figure-2.  

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 The present operational set up is able to handle about 30-35 luggages in 60 minutes. However, it is been 
forecasted that the number of passengers and thereby the number of loaders may increase. The present operational 

setup can cater more number of luggages only if a certain set of manpower is increased or the time duration in 

loading in increased.  However, the outcomes of this study show that by redesigning some operational practices, 

greater luggages can be handled in a lower time span with reduced work-load. 

 

II. MODELLING APPROACH 
 To analyze the movement of the luggages in the as-is situation, the entire loading process is simulated in 

the software package ARENA. The simulation is then run by changing some parameters through which an 

optimal solution is output. The methodology used in this paper for simulation and deriving an optimal solution 
shown in figure-3. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 
Figure-3: Methodology used in simulation 
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Figure-2: Flow of luggages and passengers during loading operation  
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III. DATA COLLECTION 
 Data collection is an important aspect in simulation modeling for accurately representing the actual 

system. The data that were collected includes arrival pattern of the passengers, number of luggages handled, lot 

size of luggages, time taken in each activity and the overall time taken in the entire loading operation. The 

simulation should take into account all these parameters. ARENA software was used for building the simulations. 
Data collection of the existing system is done by direct field observations, video recording and data analysis. The 

parameters that are analyzed are value added time, waiting time of entity, number of luggages handled and overall 

time taken in the entire loading operation. The activities involved in the entire loading process and the average 

time taken per luggage is shown in Figure-3. 

 

IV. MODELLING THE AS-IS SYSTEM 
 The as-is scenario is modeled in ARENA software package. The model is compared with the data 

collected from field observation in order to validate the model developed in the package. The arrival pattern 

showed that the average arrival rate of passengers start from about 45 minutes to 60 minutes prior to the take-off 
of flight. This implies the entire loading activity is to be done within a time span of 60 minutes for a batch size of 

35-40 luggages. Time span greater than 60 minutes would result in delay of the take-off of the flight.  

 

 The existing system is modeled in ARENA as shown in Figure-5. The outcomes of the model matched 

the direct field observations. The results of the as-is model is shown below: 

                                                                                                       

V. RE-DESIGNING OPERATIONAL PRACTICE: 
1. Model-1: Self Service Concept: 
 This model introduces Self-service concept similar to the operational practice followed in commercial 

flights. In the as-is system, all the activities from tagging luggages to loading the luggage in Aircraft is done by 

loaders (manpower involved in loading activity). The existing system results in delays when there are greater 

number of luggages and uncertainty in the number of luggages leads to greater flow time of luggages. Model-1 

suggests introduction of self-service i.e. all the activities up to loading the luggage in trolley is to be done by the 

passengers themselves. For this to be operational, certain sign boards and display monitors may be used so that 

the passengers can do the activities such as tagging, x-raying and loading luggages in trolley without  confusion. 

Secondly a proper pathway is proposed  to be constructed so that the trolley carrying luggages may be moved 

from trolley near x-ray to aircraft directly. The results obtained after simulating this system is shown in table-2. 

 

Table-2: Simulation results for each entity in Model-1 

PARTICULARS TIME (Mins) 

Total Value Added time 2.5 
Waiting time 5.2 
Transfer time 4.5 

Total Time 12.2 
Number of Luggages handled 42 

 

2. Model-2: LMV Trolley (Batch size-4): 

 Model-2 suggests introduction of self-service as in model-1 as well as using a LMV (Light motor 

vehicle) to transfer the luggages from x-ray to aircraft. Further, a batch size of 4 luggages per trip is considered in 

this model. This model is simulated for one hour prior to the take-off. The results obtained after simulating this 

system is shown in table-3 
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Table-3: Simulation results for each entity in Model-2 

PARTICULARS TIME (Mins.) 

Total Value Added time 2.5 
Waiting time 5.2 
Transfer time 1.5 
Total Time 9.2 
Number of Luggages handled 42 

 

3. Model-3: LMV Trolley (Batch size-6): 
 Model-2 suggests introduction of self-service as in model-1 as well as using a LMV (Light motor 

vehicle) to transfer the luggages from x-ray to aircraft. Further a batch size of 6 luggages per trip is considered in 

this model. The results obtained after simulating this system is shown in table-4. 

 

4. Model-4: LMV Trolley (Batch size-8): 

 Model-2 suggests introduction of self-service as in model-1 as well as using a LMV (Light motor 

vehicle) to transfer the luggages from x-ray to aircraft. Further a batch size of 8 luggages per trip is considered in 

this model. The results obtained after simulating this system is shown in table-5. 

 
Table-5: Simulation results for each entity in Model-3 

PARTICULARS TIME (Mins) 

Total Value Added time 2.5 

Waiting time 6.55 

Transfer time 1.5 

Total Time 10.55 

Number of Luggages handled 40 

 

VI. SENARIO ANALYSIS AND RESULTS 
 Out of the four models the overall value added time per entity is the same for all models. However, 

maximum number of luggages that can be handled in one hour is maximum for Model -3. The overall time per 

entity is also the least for Model-3. Therefore, model-3 i.e. using self-service system along with a LMV that can 

carry 6 luggages is suggested to be implemented  

 

VII. CONCLUSION 
 Results show that on implementation of Model-3, the overall time per luggage in loading can be 
decreased by about 50 % and the capacity of handling luggages can be increased by about 25% with the same 

number of workforce. The implementation of the model suggested will lower the delays occurring due to the wait 

time involved for the loading of luggages to take place.  
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Abstract: - Low Frequency Oscillations (LFO) occur in power systems because of lack of the damping torque 

in order to dominance to power system disturbances as an example of change in mechanical input power. In the 

recent past Power System Stabilizer (PSS) was used to damp LFO. FACTs devices, such as Unified Power Flow 

Controller (UPFC), can control power flow, reduce sub-synchronous resonance and increase transient stability. 

So UPFC may be used to damp LFO instead of PSS. UPFC damps LFO through direct control of voltage and 

power. In this paper the linearized model of synchronous machine (Heffron-Philips) connected to infinite bus 

(Single Machine-Infinite Bus: SMIB) with UPFC is used and also in order to damp LFO, adaptive neuro-fuzzy 
controller for UPFC is designed and simulated. Simulation is performed for various types of loads and for 

different disturbances. Simulation results show good performance of neuro-fuzzy controller in damping LFO.  

  

Keywords: - Neuro-Fuzzy Controller, Low Frequency Oscillations (LFO), Unified Power Flow Controller 

(UPFC), Single Machine-Infinite Bus (SMIB) 

 

I. INTRODUCTION 
 The Benefits of Flexible AC Transmission Systems (FACTs) usage to improve power systems stability 

is well known. The growth of the demand for electrical energy leads to loading the transmission system near 

their limits. Thus, the occurrence of the LFO has increased. FACTs Controllers has capability to control network 

conditions quickly and this feature of FACTs can be used to improve power system stability. The UPFC is a 

FACTS device that can be used to the LFO. The primarily use of UPFC is to control the power flow in power 

systems. The UPFC consists of two voltage source converters (VSC) each of them has two control parameters 
namely me, δe, mb and δb. The UPFC used for power flow control, enhancement of transient stability, mitigation 

of system oscillations and voltage regulation. For systems which are without power system stabilizer (PSS), 

excellent damping can be achieved via proper controller design for UPFC parameters. By designing a suitable 

UPFC controller, an effective damping can be achieved. It is usual that Heffron-Philips model is used in power 

system to study small signal stability. This model has been used for many years providing reliable results. 

In recent years, the study of UPFC control methods has attracted attentions so that different control approaches 

are presented for UPFC control such as Fuzzy control, conventional lead-lag control, Genetic algorithm 

approach, and robust control methods. 

 In this study, the class of adaptive networks that of the same as fuzzy inference system in terms of 

performance is used. The controller utilized with the above structure is called Adaptive Neuro Fuzzy Inference 

System or briefly ANFIS. Applying neural networks has many advantages such as the ability of adapting to 
changes, fault tolerance capability, recovery capability, High-speed processing because of parallel processing 

and ability to build a DSP chip with VLSI Technology. To show performance of the designed adaptive neuro-

fuzzy controller, a conventional lead-lag controller that is used and the simulation results for the power system 

including these two controllers are compared with each other. 

 

II. FLEXIBLE AC TRANSMISSION SYSTEMS (FACTS) 
 Flexible AC Transmission Systems, called FACTS, got in the recent years a well known term for 

higher controllability in power systems by means of power electronic devices. Several FACTS-devices have 

been introduced for various applications worldwide. A number of new types of devices are in the stage of being 
introduced in practice. 
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 In most of the applications the controllability is used to avoid cost intensive or landscape requiring 

extensions of power systems, for instance like upgrades or additions of substations and power lines. FACTS-

devices provide a better adaptation to varying operational conditions and improve the usage of existing 

installations. The basic applications of FACTS-devices are: 

 Power flow control, Increase of transmission capability, Voltage control, Reactive power 

compensation, Stability improvement, Power quality improvement, Power conditioning, Flicker mitigation, 

Interconnection of renewable and distributed generation and storages. 

 The development of FACTS-devices has started with the growing capabilities of power electronic 

components. Devices for high power levels have been made available in converters for high and even highest 
voltage levels.  

The overall starting points are network elements influencing the reactive power or the impedance of a part of the 

power system. Figure 1.2 shows a number of basic devices separated into the conventional ones and the 

FACTS-devices. 

 For the FACTS side the taxonomy in terms of 'dynamic' and 'static' needs some explanation. The term 

'dynamic' is used to express the fast controllability of FACTS-devices provided by the power electronics. This is 

one of the main differentiation factors from the conventional devices. The term 'static' means that the devices 

have no moving parts like mechanical switches to perform the dynamic controllability. Therefore most of the 

FACTS-devices can equally be static and dynamic. 

 The left column in Figure.1 contains the conventional devices build out of fixed or mechanically switch 

able components like resistance, inductance or capacitance together with transformers. The FACTS-devices 
contain these elements as well but use additional power electronic valves or converters to switch the elements in 

smaller steps or with switching patterns within a cycle of the alternating current. The left column of FACTS-

devices uses Thyristor valves or converters. These valves or converters are well known since several years. 

They have low losses because of their low switching frequency of once a cycle in the converters or the usage of 

the Thyristors to simply bridge impedances in the valves. 

 

 
Fig.1. Overview of FACTS Devices 

 

 The right column of FACTS-devices contains more advanced technology of voltage source converters 

based today mainly on Insulated Gate Bipolar Transistors (IGBT) or Insulated Gate Commutated Thyristors 

(IGCT). Voltage Source Converters provide a free controllable voltage in magnitude and phase due to a pulse 

width modulation of the IGBTs or IGCTs.  
High modulation frequencies allow to get low harmonics in the output signal and even to compensate 

disturbances coming from the network. The disadvantage is that with an increasing switching frequency, the 

losses are increasing as well. Therefore special designs of the converters are required to compensate this. 

 

III. UNIFIED POWER FLOW CONTROLLER 
The UPFC is a combination of a static compensator and static series compensation. It acts as a shunt 

compensating and a phase shifting device simultaneously. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 50 

 
Fig.2. Principle configuration of an UPFC 

 

The UPFC consists of a shunt and a series transformer, which are connected via two voltage source converters 

with a common DC-capacitor.  

The DC-circuit allows the active power exchange between shunt and series transformer to control the phase shift 

of the series voltage. This setup, as shown in Figure 1.21, provides the full controllability for voltage and power 

flow.  

The series converter needs to be protected with a Thyristor bridge. Due to the high efforts for the Voltage 

Source Converters and the protection, an UPFC is getting quite expensive, which limits the practical 
applications where the voltage and power flow control is required simultaneously. 

 

Circuit Arrangement: 

 In the presently used practical implementation, The UPFC consists of two switching converters, which 

in the implementations considered are voltage source inverters using gate turn-off (GTO) thyristor valves, as 

illustrated in the Fig.3. These back to back converters labeled “Inverter 1 and “Inverter 2” in the figure are 

operated from a common dc link provided by a dc storage capacitor.  

This arrangement functions as an ac to ac power converter in which the real power can freely flow in either 

direction between the ac terminals of the two inverters and each inverter can independently generate (or absorb) 

reactive power at its own ac output terminal. 

 
Fig.3. Basic circuit arrangement of unified power flow controller 

 

Operation of UPFC: 

 Inverter 2 provides the main function of the UPFC by injecting an ac voltage Vpq with controllable 

magnitude Vpq (0≤Vpq≤Vpqmax) and phase angle (0≤≤360), at the power frequency, in series with the line via 
an insertion transformer. The injected voltage is considered essentially as a synchronous voltage source. The 

transmission line current flows through this voltage source resulting in real and reactive power exchange 

between it and the ac system. The real power exchanged at the ac terminal (i.e., at the terminal of insertion 

transformer) is converted by the inverter into dc power that appears at the dc link as positive or negative real 

power demanded. The reactive power exchanged at the ac terminal is generated internally by the inverter. 

 The basic function of inverter 1 is to supply or absorb the real power demanded by Inverter 2 at the 

common dc link. This dc link power is converted back to ac and coupled to the transmission line via a shunt-

connected transformer. Inverter 1 can also generate or absorb controllable reactive power, if it is desired, and 

there by it can provide independent shunt reactive compensation for the line.  
 It is important to note that where as there is a closed “direct” path for the real power negotiated by the 

action of series voltage injection through Inverters 1 and 2 back to the line, the corresponding reactive power 

exchanged is supplied or absorbed locally by inverter 2 and therefore it does not flow through the line. 

Thus, Inverter 1 can be operated at a unity power factor or be controlled to have a reactive power exchange with 

the line independently of the reactive power exchanged by the Inverter 2. This means there is no continuous 

reactive power flow through UPFC. 

 

Basic Control Functions: 

 Operation of the UPFC from the standpoint of conventional power transmission based on reactive 

shunt compensation, series compensation, and phase shifting, the UPFC can fulfill these functions and thereby 
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meet multiple control objectives by adding the injected voltage Vpq, with appropriate amplitude. And phase 

angle, to the terminal voltage Vo. Using phasor representation, the basic UPFC power flow control functions are 

illustrated in Fig 4. 

 

 
Fig.4. Basic UPFC control functions 

 

Terminal Voltage Regulation, similar to that obtainable with a transformer tap-changer having infinitely small 

steps, as shown at (a) where Vpq=V (boldface letters represent phasors) is injected in-phase (or anti-phase) with 
Vo. 

Series capacitor compensation is shown at (b) where Vpq=Vc is in quadrature with the line current I. 

Transmission angle Regulation (phase shifting) is shown at (c) where Vpq=Vo is injected with angular 

relationship with respect to Vo that achieves the desired s phase shift (advance or retard) without any change in 

magnitude. 

Multifunctional Power Flow Control, executed by simultaneous terminal voltage regulation, series capacitive 

compensation, and phase shifting, is shown at (d) where Vpq=V+Vc+Vo. 

Basic Principles Of P And Q Control: 
Consider Fig 2.3. At (a) a simple two machine (or two bus ac inter-tie) system with sending end voltage Vs, 

receiving-end voltage Vr, and line (or tie) impedance X (assumed, for simplicity, inductive) is shown. At (b) the 

voltages of the system in the form of a phasor diagram are shown with transmission angle  and Vs=Vr=V. 

At (c) the transmitted power P (P=V2/X sin) and the reactive power Q=Qs=Qr (Q=V2/X (1-cos)) supplied at 

the ends of the line are shown plotted against angle . At (d) the reactive power Q=Qs=Qr is shown plotted 

against the transmitted power corresponding to “stable values of ” (i.e., 0<= <=90o). 

 
Fig.5. simple two machine system (a) related voltage phasor (b).real and reactive power verses transmission 

angle (c). and sending-end/receiving-end reactive power verses transmitted real power(d). 
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 Basic power system of fig.5 with the well known transmission characteristics is introduced for the 

purpose of providing a vehicle to establish the capability of the UPFC to control the transmitted real power P 

and the reactive power demands, Qs and Qr, at the sending end, respectively, the receiving end of the line. 

The UPFC is represented by a controllable voltage source in series with the line which, as explained in the 

previous section, can generate or absorb reactive power that it, or absorbed from it, bye the sending end 

generator.  

 The UPFC in series with the line is represented by the phasor Vpq having magnitude Vpq(0 ≤ Vpq ≤ 

Vpqmax ) and angle ρ (0 ≤ ρ ≤ 360) measured from the given phase position of phasor Vs, as illustrated in the 

figure. The line current represented by the phasor I, flows through the series voltage source, Vpq and generally 
results in both reactive and real power exchange. In order to represent UPFC properly, the series voltage source 

is stipulated to generate only the reactive power Qpq it exchanges with the line. Thus the real power Ppq it 

negotiates with the line is assumed to be transferred to the sending-end generator excited. 

This is in arrangement with the UPFC circuit structure in which the dc link between the two constituent 

inverters establish a bi-directional coupling for real power flow between the injected series voltage source and 

the sending end bus. 

 
 It can be observed in Fig that the transmission line “sees” Vs+Vpq as the effective sending end voltage.  

Thus it is clear that the UPFC effects the voltage (both its magnitude and angle) across the transmission line and 

therefore it is reasonable to expect that it is able to control, by varying the magnitude and angle of Vpq, the 

transmittable real power as well as the reactive power demand of the line at any given transmission angle 
between the sending-end and receiving-end voltages. 

 

Independent Real And Reactive Power Flow Control: 

 In Fig2.5(a) through 2.5(b) the reactive power Qs supplied by the sending-end generator,  and Qr 

supplied by the receiving-end generator, are shown plotted separately against the transmitted power ρ as a 

function of the magnitude Vpq and angle p of the injected voltage phasor Vpq at four transmission lines; 

δ=0,30,60 and 90.  At Vpq=0 each of these plots becomes a discrete point on the basic Q-p curve as shown in Fig 

2.3(d), which is included in each of the above figures for reference. 

The curves showing the relationships between Qs and P, and Qr and P, for the transmission angle range of 0<= 

δ<=90, when the UPFC is operated to provide the maximum transmittable power with no reactive power control 

(Vpq=Vpqmax and ρ= ρp=Pmax), are also shown by a broken –line with the label “P (δ) =MAX” at the sending end 
and respectively, “receiving-end” plots of the figure. 

 Consider the first fig.5 (a), which illustrates the case when the transmission angle is zero(δ=0).  With 

Vpq=0, P, Qs and Qr are all zero, i.e., the system is standstill at the origins of the Qs, P and Qr, P coordinates.  

The circle around the origin of the {Qs, P} and {Qr, P} planes sown the variation of Qs and P and Qr and P 

respectively.  As the voltage phasor Vpq, with its maximum Vpqmax is rotated a full revolution (0<= ρ<=360).  

The area within these circles defines all P and Q values obtainable by controlling the magnitude Vpq and ρ of the 

phasor Vpq. 

 In other words, the circle in {Qs,p} and {Qr,p} planes define all P and Qs and respectively, P and Qr 

values attainable with the UPFC of a given rating.  It can be observed, for example, that the UPFC with the 

stipulated voltage rating of 0.5. P.u. is able to establish 0.5. P.u. power flow, in either direction, without 

imposing any reactive power demand on either the sending-end or the receiving-end generator.  

Of course, the UPFC, as seen, can force the generator at one end to supply reactive power for the generator at 
the other end.  (In case of inertia, one system can be forced to supply reactive power of the line.) 

 In general at any given transmission angle δ, the transmitted real power P, and the reactive power 

demands at the transmission line ends, Qs and Qr, can be  controlled freely by the UPFC within the boundaries 

obtained in the {Qs,p}and {Qr,P} planes by rotating the injected voltage phasor Vpq with its maximum 

magnitude a full revolution.  The boundary in each plane is centered around the point defined by the  

transmission angle on the  Q verses P curve that characteristic the basic power transmission at Vpq=0. 
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Fig.6. Attainable sending-end reactive power Vs transmitted   power (left hand side plots) and receiving-end 

reactive power Vs transmitted power (right hand side plots ) values with the UPFC at =0o and =30o 
 

 
Fig .7. Attainable sending-end reactive power Vs transmitted power (left-hand side plots) and receiving-end 

reactive power Vs transmitted power (right hand side plots) values with the UPFC at =60o and =90o 

 
Consider the next case of δ=30, it is seen that the receiving-end control region boundary in the {Qs, P} plane 

become an ellipse.  As the transmission angle δ is further increased, for example, to 60 , the ellipse defining the 

control region for P and Qs in the {Qs, P} plane becomes narrower and finally 90 it degerates into a straight line.  

By contrast, the control region boundary for p and Qr in the {Qr,P} plane remains a circle at all transmission 

angles. 

 

DAMPING OSCILLATIONS OF UPFC: 

Problem Statement: 

Figure8 shows a SMIB system equipped with a UPFC. The UPFC consists of an excitation transformer (ET), a 

boosting transformer (BT), two three-phase GTO based voltage source converters (VSCs), and a DC link 

capacitors. The four input control signals to the UPFC are mE, mB, δE, and δB, where 
mE is the excitation amplitude modulation ratio, 

mB is the boosting amplitude modulation ratio, 

δE is the excitation phase angle, and 

δB is the boosting phase angle. 
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Fig.8. SMIB power system equipped with UPFC 

 

Power System Nonlinear Model: 

By applying Park‟s transformation and neglecting the resistance and transients of the ET and BT transformers, 

the UPFC can be modeled as 

       (1) 

       (2) 

     (3) 

Where vEt, iE, vBt, and iB are the excitation voltage, excitation current, boosting voltage, and boosting current, 

respectively; Cdc and vdc are the DC link capacitance and voltage, respectively. 

The ET, BT and line 2 currents can be stated as: 

      (4) 

      (5) 

     (6) 

             (7) 

   (8) 

      (9) 
 

Where xE and xB are the ET and BT reactance, respectively; the reactances xqE, xdE, xBB, xd1- 

xd7, and xq1- xq7 are as shown in 

The non-linear model of the SMIB system of Figure 1 is: 
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   (10) 

     (11) 

    (12) 

      (13) 

Where  
Pm and Pe are the input and output power, respectively; M and D the inertia constant and damping coefficient, 

respectively; ωb the synchronous speed; δ and ω the rotor angle and speed, respectively; Eq', E'fd, and v the 

generator internal, field and terminal voltages, respectively; T'do the open circuit field time constant; xd, x'd, and 

xq the d-axis reactance, d-axis transient reactance, and q-axis reactance, respectively; KA and TA the exciter gain 

and time constant, respectively; Vref the reference voltage; and uPSS the PSS control signal. 

Power System Linearized Model: 

The non-linear dynamic equations can be linearized around a given operating point to have the linear model 

given by: 

     (14) 

Where the state vector x, control vector u, and matrices A and B are 

     (15) 

 (16) 

      (17) 

       (18) 

Where  and Kvu are linearization constants. 

 

Model Of The Power System Including UPFC: 

 UPFC is one of the famous FACTs devices that is used to improve power system stability. Fig.1 shows 

a single machine-infinite-bus (SMIB) system with UPFC. It is assumed that the UPFC performance is based on 

pulse width modulation (PWM) converters. In figure 1 me, mb and δe, δb are the amplitude modulation ratio and 

phase angle of the reference voltage of each voltage source converter respectively. These values are the input 

control signals of the UPFC. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 56 

 
Fig.1 A single machine connected to infinite bus with UPFC 

 
 As it mentioned previously, a linearized model of the power system is used in dynamic studies of 

power system. In order to consider the effect of UPFC in damping of LFO, the dynamic model of the UPFC is 

employed; In this model the resistance and transient of the transformers of the UPFC can be ignored. The 

Linearized state variable equations of the power system equipped with the UPFC can be represented as 

(19) 
Where ΔmE,  ΔmB,  ΔδE and ΔδB are the deviation of input control signals of the UPFC. Also in this study IEEE 

Type- ST1A excitation system was used. 

 

IV. CONTROLLER  DESIGN 
 Lead-Lag Controller Design: 

 As mentioned before, in this study two different controllers have been used to damp LFO. The first one 

is conventional lead-lag controller. It consists of gain block, washout block, lead-lag compensator block. The 
washout block is considered as a high-pass filter, with the time constant TW. Without this block steady changes 

in input would modify the output. The value of TW is not critical and may be in the range of 1 to 20 seconds. In 

this study, the parameters obtained from lead-lag controller design were used. 

 

Adaptive Neuro-Fuzzy Controller Design:  

 Another controller is adaptive neuro-fuzzy controller. In this section, we will present the procedure of 

designing of the adaptive neuro-fuzzy controller. In this research, the neuro fuzzy controller has 2 inputs that are 

Δδ and Δω and it has 1 output that is f∈ { ΔmE, ΔδE, ΔmB, ΔδB } . For each input 20 membership functions and 

also 20 rules in the rules base is considered. Figure 5 demonstrates the structure of adaptive neuro-fuzzy 

controller for a sugeno fuzzy model with 2 inputs and 20 rules. 
In Figure 9, a Sugeno type of fuzzy system has the rule base with rules such as follows: 

1. If Δδ is A1 and Δω is B1 then f1=p1 Δδ+q1 Δω+r1. 

2. If Δδ is A2 and Δω is B2 then f2=p2 Δδ+q2 Δω+r2. 

 

 
Fig.9.  ANFIS architecture for a two-input Sugeno fuzzy model with 20 rules 
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 μA and μB  are the membership functions of fuzzy sets Ai and Bi for i=1,…,20. In evaluating the rules, 

we choose product for T-norm (logical and). Then controller could be designed in following steps: 

1. Evaluating the rule premises: 

(20) 
2. Evaluating the implication and the rule consequences: 

(21) 
Or leaving the arguments out 

(22) 

This can be separated to phases by first defining 

(23) 
These are called normalized firing strengths. Then f can be written as 

(24) 

 

 The above relation is linear with respect to pi, qi, ri and i=1,…,20. So parameters can be categorized 
into 2 sets: set of linear parameters and set of nonlinear parameters. Now Hybrid learning algorithm can be 

applied to obtain values of parameters. Hybrid learning algorithm is combination of linear and nonlinear 

parameters learning algorithm. This network is called adaptive by Jang and it is functionally equivalent to 

Sugeno type of a fuzzy system. It is not a unique presentation. With regard to the explanations presented and 

with the help of MATLAB software, adaptive neuro-fuzzy controller can be designed. The rules surface for 

designed controller is shown in figure10. One of the advantages of using neuro-fuzzy controller is that we can 

utilize one of the designed controllers for instance Δme controller in place of the other controllers. While if we 

use conventional lead-lag controller, for each controls parameters, a controller must be designed. 

 

 
Fig.10. The rules surface 

 

The membership functions for input variable Δω are presented in figure 11. 

 
Fig.11 The membership functions for input variable Δω 
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V. RESULTS 
 

 
Fig.12 Matlab simulation circuit 

 

 
Fig.13 Angular velocity deviation during step change in mechanical input power for nominal load (me 

Controller) 
 

 
Fig.14 Angular velocity deviation during step change in mechanical input power for light load (me controller) 

 

 
Fig.15 Angular velocity deviation during step change in mechanical input power for nominal load (δe 

Controller) 
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Fig.16 Angular velocity deviation during step change in mechanical input power for nominal load (mb 

Controller) 
 

 
Fig.17 Angular velocity deviation during step change in mechanical input power for nominal load (δb 

Controller) 

 

 
Fig. 18 Response of angular velocity for 5% step change in reference voltage in the case of nominal load (δb 

Controller) 

 

VI. CONCLUSIONS 
 With regard to UPFC capability in transient stability improvement and damping LFO of power 

systems, an adaptive neuro-fuzzy controller for UPFC was presented in this paper. The controller was designed 

for a single machine infinite bus system. Then simulation results for the system including neuro-fuzzy controller 

were compared with simulation results for the system including conventional lead-lag controller. Simulations 

were performed for different kinds of loads. Comparison showed that the proposed adaptive neuro-fuzzy 

controller has good ability to reduce settling time and reduce amplitude of LFO. Also we can utilize advantages 

of neural networks such as the ability of adapting to changes, fault tolerance capability, recovery capability, 

High-speed processing because of parallel processing and ability to build a DSP    chip with VLSI Technology. 
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Abstract: - Integument personal luggage carrying system can add comfort to the explorer inside an 
infrastructure possibly airport. The system consists of automated vehicles that can be borrowed and it 

automatically follows the borrower inside an infrastructure with luggage. These also maintain a distance from 

the borrower and do not follow in some of the restricted areas like restroom for comfort. After service these will 

automatically move to the docking station for charging and reuse. In this thesis we have identified the basic 

construction required for the six wheels based rigid robot body and the basic person tracking movement of the 

smart card holder for airport traveler’s personal luggage carrier. 

 

Keywords: - Caring luggage , Obstacles detection, , Card tracking. 

 

I. INTRODUCTION 
 Automation is the use of machines, control systems and information technologies to optimize 

productivity in the production of goods and delivery of services. It is the use of control systems and information 
technologies to reduce the need for human work in the production of goods and services. In the scope of 

industrialization, automation is a step beyond mechanization. In Airport, Automated luggage loading system is 

introduced so many years ago which moves  the luggage from the check-in to the belts servicing the flights but a 

passenger need to carry  his/her own luggage’s from the entrance of  the airport till the check-in into the airport 

with the  help of conventional luggage carrying system. Conventional luggage carrying system is both time 

consuming and labor intensive. At the same time it is an expensive process and slow. The proposed Automated   

System   for   luggage   carrying   system   can   provide   those   features   needed to overcome the problems 

mentioned above. A real-time monitoring system using an   automated system is introduced to ensure the proper 

movement following the Smartcard carrying passenger. For the implementation of the desired automated 

system, a six wheel based   robot has been designed. This Smartcard is sending signal to the tower. An 

ultrasonic sensor is used on the automated system to sense the signal that is received by this sensor from the   

tower where triangular method takes place. That ultrasonic sensor detects the distance of the location of the 
associated Smartcard as well as the user. Then the automated system uses the   person following algorithm with 

a view to finding out the exact position of the smart card user   and follow the user. The automated system will 

always keep 2mitre distance from the user with a   view to avoiding clashes with the user. The Smartcard will be 

located at the pocket of the user   as well as passenger throughout the whole airport before check-in. If there two 

or more   automated systems are devoted doing the same job for their own smartcard holder, the proper signal is 

received by the sensors of the each robots for their own smart-card holder and that is   done with the help of 

triangular method. The triangular method sends the right signal to that specific ultrasonic sensor that is already 

waiting to getting a signal from its own Smartcard. An   ultrasonic sensor is thus devoted to work with only one 

Smartcard. Both the Smart card and   the ultrasonic sensor continuously send and receive the signal respectively. 

This automated system   is designed in such a way so that it can sense the location of the restricted area such as 

wash-room; hospital and police control room inside the airport and keeps itself away from the   restricted areas. 
In such cases there can be waiting rooms beside those kinds of rooms where the user can park their robots while 

using those confidential areas. This automated system is   also designed in such a way so that it can sense any 

kind of obstacles located in front of it and    easily avoid them without having any clashes with the obstacles. If 

there is any kind of obstacles   in front of the automated system depending on the situations it is capable of 

taking the alternative    way to follow its Smartcard holder. The proposed automated luggage carrying system is 

mainly   designed here to walk through the airport smoothly. Airport should have one rest room and one   
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waiting room per each restricted area so that the automated system can gain some power while their smartcard 

holder is stuck.  If 20% of the charge remains, the automated system can get   back to the rest place and get 

some power to work again. When the user is done, the user will keep the smart card into the card holder located 

on the surface of rigid body. Then the automated proposed system will get back to the rest place.  

                                                           

II. OBJECTIVES 
This thesis is done to find out a reliable automated system for the luggage carrying system 

This thesis has following objectives:  

 To identify the efficiency of convention luggage carrying system and the proposed system. 

 To demonstrate the benefits of automated system over conventional system considering some important 

parameters such as speed, time, human labor and cost expenses. 

 To identify the drawbacks of current conventional system. 

 To demonstrate the scope of improving the proposed automated luggage carrying system. 

 

III. SCOPE 

 Automated luggage carrying system in airport has great scope in every country in the world as well as 

Bangladesh. Luggage handing is always at the heart of an airport. Reducing the manpower required to distribute 

the baggage as required and efficiency in terms of reliability, maintainability and future flexibility are the main 

motivation of this automated luggage carrying system. This automated luggage carrying system is designed to 

arrive the luggage’s to the specific smartcard user at a particular distance in the airport would be barely even 

touched by the human hands once they were loaded into the automated system. If the environment of the airport 

fully supported the demands of the automated system, it will become much more easy and effective in future to 

work with this automated system. 

 

IV. WHEEL BASED RIGID BODY CONSTRUCTION 
 The very first challenge of the research was to implement a rigid body with six wheels. Along   with 

these six wheels six motors are associated where each wheel is basically devoted to rotate   one motor. In all 

robotics applications, mechanical complexity is one of the major sources of    failure and considerably increases 

the cost. To implement this type of wheel based  body, we  faced mechanical complexity several times. We had 

to collect materials from “techs hop BD”   and sometimes from many other local markets located in Dhaka. We 

then considered a standard   size of the rigid body that is capable of carrying luggage. Then we measured the 

width and    height carefully and constructed this. 

 

V. SYNCHRONOUS ROTATION OF MOTORS 

 Then the second challenge was to make these wheels as well as motors to rotate synchronously   with 

each other. Then after a few days we were able to rotate the motor but at first it was    asynchronous. Then we 

had to analyze the current problem. We tried to figure out the possible solutions and we did in a short span of 

time. Thus our design emphasizes mechanical     simplicity and promotes robustness.  After the synchronous 

rotation of the motors, we noticed   that the rigid body cannot move so fast how we desired as the battery we 

used was not so    powerful. But the use of powerful battery will solve this problem at a glance. So, in future if    

anybody  wants to  improve the  automated system there will  be  no  inconsistency or  lack  of     information 

from our documentation.  

 

VI. SMART CARD AND ULTRA SONIC SENSOR 
 At our proposed automated System, we use Smart card that will be located on the pocket of the user 

and Ultra Sonic Sensor on the rigid robot body. This Smartcard is continuously sending     signal to  the tower 

and the Ultra Sonic Sensor  is used on the rigid  robot  body  to  sense    the signal  that  is received   by   this 

sensor  from  the tower  where   triangular  method  takes place. That Ultra Sonic Sensor detects the   distance of 

the location of the associated Smartcard as    well as the user.  In this way, location of the user from the 

proposed automated system is     detected but the exact position of the user cannot be determined. To know the 

proper use of    smart card and  sensors and  how to make them work with  user  and  rigid  body respectively,    

we  studied  a  lot of   documentation  of   these  items  available  on  the  internet  and  checked     some of  

them  practically  and  finally  selected Ultra Sonic Sensor.  
 

VII. IMPLEMENTATION OF THE PERSON TRACKING ALGORITHM 

   This was the challenging  portion  for  us to implement an algorithm which  results  the  rigid    robot  

body  to track  the  associated   smartcard  holder as  well   as  the  user.  As  the proper  usage  of Smart card   

and  Ultra  Sonic Sensor  is  only  able  to provide  us  with  the distance    of  the  location  of  the user  but not  
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the  exact  position of  the  user. So , to  implement  the    automated system  as we desired we  were  needed  to  

implement  a  person  tracking algorithm  which  will not  only  teaches  the rigid  robot  body  to  trace  the 

person  carrying   associated  smart card  correctly  but  also to  face  the obstacles  which  may  the  proposed  

automated    system  may  face  while  following  the passengers through  the  airport.  Thus  the  proposed  

automated  system,  if   meets  any kind  of  the  obstacles  while   following the  smart card  holder it  will easily  

calculate  the   alternative  way  to  avoid  the  clash  and  follow  its  smart card holder without any  kinds  of 

hazards.   
 

VIII. LOCOMOTION 

 The robot will deviate from its path automatically if it faces any hindrance in its path of movement. We 

have put an ultrasonic sensor at the front of robot and its function is to find what angles the robot should drive. It 

can be programmed on which side it should move, either front, back, left or right. 

   

8.1 Forward 

It consists of 6 wheels and the forward rotation (Fig 1) of all these wheels will cause the  advancement of the 

robot. 

 
Figure 1: Forward Motion 

 

8.2 Backward 

Likewise, the backward rotation (Fig 2) of the wheels will make the robot move back. 

 
Figure 2: Backward Motion 

8.3 Right 
Besides, if three wheels at right rotate forward (Fig 3) and the other three wheels at left rotate backward then the 

robot will move towards right. 

                                                               
Figure 3: Towards Right Motion 
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 8.4 Left  

Again if three wheels at left rotate forward (Fig 4) and the other three at right rotate   backward then the robot 

will move towards left. 

 
Figure 4: Towards Left Motion 

                                                                               

IX. SMART CARD 

 A smart card is a wireless device that includes an embedded integrated circuit that can be either    a 

secure microcontroller or equivalent intelligence with internal memory or a memory chip    alone. The card 

connects to a reader with direct physical contact or with a remote contactless    radio frequency interface. With 

an embedded microcontroller, smart cards have the unique   ability to store large amounts of data, carry out their 

own on card functions. Smart cards are made of plastic, generally polyvinyl chloride, but sometimes 

polyethylene terephthalat based     polyesters, acrylonitrile (Fig 5) butadiene styrene or polycarbonate. 
 

 
Figure 5: Smart card. 

 

 It resembles a credit card in size and shape, but inside it is completely different. It has an inside     a 

normal card is a simple piece of plastic. The inside of a smart card usually contains an embedded 

microprocessor. The microprocessor  is under a gold contact pad on one side of the card. Smart cards can 

provide identification, authentication, data storage and application processing.  Smart cards may provide strong 

security authentication for single sign-on within   large organizations because the microprocessor on the smart 

card is there for security. However, the smart card functions in such a way that it sends a signal to the nearby 

tower and the tower     in turn sends another signal to the robot. Following such method the robot can always 
know the    place about of the user. Also as the robot finishes its work, the user then puts the smart card on its 

holder and the robot returns to the charging room. 

 

X. CHARGING (REST PLACE) 
 The robot runs by battery. The battery is charged for reviving power. If the battery shows   charge less 

than 20% then the robot returns to a charging room. Moreover, in case as soon as   the robot finishes its function 

provided by the user then also it returns to the charging room.   However in the charging room, the robots stay in 

a queue. Each of the robots consists of   power connector on (Fig 6) each sides of the body. 

 

 
                                                                           Figure 6: Charging queue. 

 So automatically the robots after entering the room will line up forming a joint. In this state    during 

charging, if the user needs any robot then the one staying at the front of the queue will be appointed for the 

http://computer.howstuffworks.com/microprocessor.htm
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respective job. Hence the robot next to the one that has been taken will then  come forward and stand on the first 

position. Thus following this sequence the latter robots    will take the initial position of the former robot and do 

its function as guided by the instructor. 

 

XI. RESTRICTED AREA 
 In the places like airport, there are spaces for hospital, police control room, washroom etc. So in such 

cases there can be waiting rooms beside those kinds of rooms where the user can park their robots while going 

to those confidential areas. The user under such circumstance will use the triangulation method to find the robot. 

The smart card carried by the user will send a signal  to the nearby tower and the tower will send another signal   

in return to find the actual position of the robot. The robot receiving the signal from the tower after each 2 

seconds will advance towards the user and finally the user can get back his robot. 

 

                                
Figure 7: Operation policies while entering the restricted areas 

 

In the cases where the rooms contain 2 doors, if the user enters through one and leaves through the other door 

then the robot using the same technique can get back to its user.  

 

XII. ALGORITHM 

 Navigation is a major challenge in the field of artificial intelligence. There are several techniques for 

navigation of robot over a grid and these papers represent an approach for navigation on a grid by using breadth 

first algorithm. Here the entire grid of m*n is converted into a tree and with the help of these tree we apply BFS 
for traversing. We develop an approach for searching an object and also able to avoid an obstacle which was 

placed in a junction. 

 There are various tasks which is performed over a grid such as material handling, obstacle avoidance 

and object detection etc. requires a strong navigation technique which can be fulfill by using these algorithm. 

The major problem we faces while traversing on a grid is to maintain its current location after encounter a 

junction and also the path planning is required when an obstacle is detected. These problems are easily tractable 

with breadth first search. Here we convert the entire grid into a tree type structure. Where we apply BFS for 

searching the next node. The algorithm is briefly discussed in later section. 

A grid is represent as the [m * n] matrix where m is the number of rows and n is the number of columns. The 

rows and columns are the black line which is drawn over a white surface or white line which is drawn on black 

surface.  

 To navigate over a grid we have to follow Cartesian coordinate system for finding the current location 
on the grid. The robot set its initial location as (0, 0) and maps the entire quadrant according to it. The left node 

as (-1, 0) the right node as (1, 0) and the node below the origin is taken as (0,-1) and above the origin as (0, 1) 

respectively. The robot has also to maintain its direction while moving forward, left or right it has to update the 

direction according to the turn. 

 The major problem that we faces in navigation is what is decision taken by the bot to find the 

next coordinate which can be easily achievable when a tree is constructed. Another problem we are face 

that is at the time of obstacle detection which can also be solve with these approach. The obstacle and 

object is placed on the junction. The obstacle is a cubical block; we consider the purely black or white block as 

an object. The decision taken by the bot after obstacle encounter is discussed in later section. 

 

XIII.    ENVIRONMENTS USED FOR ROBOT NAVIGATION 
13.1Type of Grid 
 We can use the grid of any dimension of [m * n] as shown in figure-1.The grid may also consist of 

combination of multiple grid. For such situation we have to place two extra sensors in below the center of both 
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the wheel. These sensors are capable of to keep the robot into the grid with a condition i.e. when all the sensors 

in (white or black) we have to take (right or left) turn until the line is detected. 

 
Figure 8: Grid [3*4] (shows about a black line which is drawn in a white surface or vice-versa).The junction is 

labeled as according to its coordinate system. 

 

13.2 Grid Mapping 
The grid is map according to Cartesian coordinate system. Robot sets the initial node as an origin and maps the 

entire grid according to origin and its direction which shows in (fig 8). 

 

XIV. ALGORITHM USED 
14.1 Breadth First Search 
 In breadth first search require five different parameter such as unexplored vertex, visited vertex, 

unexplored edge, discovery edge, cross edge. Firstly the node is visited which is closer to the root node or we 

can say the node which is at the same levels are visited and then the second level and goes to higher level 

accordingly. 

BFS (G, s) 

1. For each vertex u ϵ  V[G] — {s} 

2. Do color[u]←WHITE 

3. D[u]← ∞ 
4. Π[u]←NIL 

5. Color[s] ←GRAY 

6. d[s] ← 0 

7. Π[s] ← NIL 

8. Q ← Ø 

9. ENQUEUE(Q,s) 

10. While Q ≠ Ø 

11. Do u ← DEQUEUE(Q) 

12. For each v ϵ Adj[u] 

13. Do if color [v] = WHITE 

14. Then color[v] ← GRAY 

15. d[v] ←d[v] +1 
16. Π[v] ← u 

17. ENQUEUE(Q,u) 

18. Color[u] ← BLACK 

 

 14.2 Transformation of Grid 

 While using BFS we have to construct a tree by the use of the grid. By using these transformation 

reduces the complexity while in navigation. Transformation to tree requires one stack such as traverse stack it 

keep the record of the visited node. This stack is useful to detect next node. If the coordinates of next node is 

matched with the traverse stack then such nodes are avoided. While constructing the node on a tree we have to 

move on higher level on a grid. And the junction of two adjacent node of parent node is treated as a connected 

node. As in Fig 1 Grid the transformation is done accordingly. The root node i.e. (0,0) consists two connected 
node such as (0,1) and (1,0) which is at the same level are placed as a child node of the root node and another 

node of (1,1) is adjacent node of (1,0) and (0,1) are also used as a connected node of (0,0).while connecting as a 

child node of (0,0) the connected node is checked into a traverse stack if these nodes are presents in the stack 

then such nodes are avoided and unvisited node are marked as a child node. So the corresponding tree of the 

grid is shown below is free from obstacle. 
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Figure 9: Grid transformation into corresponding tree. 

 

In (fig 9) the bot start from the root node i.e. 00(due to reducing the complexity (0,0)(3,4)(6,3) etc. are written as 
00,34,63 ) it will detect two connected node i.e. 01 ,10 and 11 as explained above. So by these properties the 

entire tree is formed. 

 

14.3 Grid Transformation in presence of obstacle 

 The transformation is little bit clumsy when an obstacle is arrived in a junction. Such problem can also 

be solving by tree traversal algorithm but here we require another stack such as obstacle stack it keeps the record 

of obstacle. When the obstacle is detected by the bot it has to move into the next level and begin with the initial 

node of the next level and move up to the node it surpasses the obstacle node and again move to the previous 

node. For example if in a grid consists an obstacle at (1, 1) and (2, 2). So the bot has to follow the same 

algorithm as without obstacle but if obstacle is encounter than it has to place the value of coordinate into the 

obstacle stack and move to next level of starting node i.e. (0, 2) and move until the obstacle node is surpasses 

i.e. (3, 1) than it has to move to previous level and accordingly as shown in below graph. 
 

 
Fig 10: Bot Navigation when grid consists of an obstacle. 

In (fig 3.10) grid consist of an obstacle at junction (1,1) and (2,2) whereas the dashed line shows the path i.e. 00-

>01->02->12->03->13->23->33->32->31->21->10->20->30. The bot navigate until the desired object is 

detected and give the shortest path from the root node to the object. 

 

14.4 Calculating direction 

To maintain the location of boot on any arbitrary points on a grid we have update the direction and value (x, y) 

which was (0, 0) initially and maintain according to its turn. 
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North Forward North Y++ 

North Right East X++ 

North Left West X-- 

East Forward East X++ 
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Figure 11: Position Calculation. 

                              
Figure 12: Flow control of overall system. 
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XV. HOW TO DETECT 
 Detection is the process of finding both position user and robot. Here we use a wire-free detection 

method such as triangulation with active beacons. Triangulation with active beacons is a racy, precise, pliant and 

widely used method of absolute detection. Many types of triangulation algorithms have been offered. These are 

some examples: Geometric Triangulation, Iterative Search, Newton-Raphson Iterative Search and Geometric 
Circle Intersection algorithm from the Imperial College Beacon Navigation System triangulation using three 

circle intersection triangulation using two circle intersection Position Estimator algorithm. The term absolute 

detection was defined by Drumheller  as "the enabling of a mobile robot to determine its position and preference 

in a way that is independent of assumptions about previous movements". 

 Among them we are used here Generalized Geometric Triangulation Algorithm by João SENA 

ESTEVES. The Geometric Triangulation algorithm allows the self localization of a robot on a plane. However, 

the three beacons it uses must be “properly ordered” and the algorithm works consistently only when the robot 

is within the triangle formed by these beacons. Triangulation is based on the measurement of the bearings of the 

robot relatively to beacons placed in known positions. It differs from trilateration, which is based on the 

measurement of the distances between the robot and the beacons. These beacons are also called landmarks by 

some authors. According to the term beacon is more appropriate for triangulation methods.When navigating on 

a plane; three distinguishable beacons - at least - are required for the robot to localize itself (Fig. 3.12). λ12 is 
the oriented angle “seen” by the robot between beacons 1 and 2. It defines an arc between these beacons, which 

is a set of possible positions of the robot [20]. An additional arc between beacons 1 and 3 is defined by λ31. The 

robot is in the intersection of the two arcs. Usually, the use of more than three beacons results in redundancy. In, 

triangulation with three beacons is called three-object triangulation. Consider (Fig. 3.12) three distinguishable 

beacons in a Cartesian plane, arbitrarily labeled 1, 2 and 3, with known positions (x1, y1), (x2, y2) and (x3, 

y3). L12    is the distance between beacons 1 and 2. L31 is the distance between beacons 1 and 3. L1 is the 

distance between the robot and beacon 1. In order to determine its position (xR, yR) and preference θR, the robot 

measures - in counterclockwise fashion - the angles λ1, λ2 and λ3, which are the beacon preferences relative to 

the robot heading? 

Algorithm lines 2 through 5 compute the oriented angles λ12 and λ31 “seen” by the robot between beacons 1 

and 2 and beacons 3 and 1, respectively. Both λ12 and λ31 are always positive. 

                                          
Figure 13: Simulation results for beacons labeled in counterclockwise fashion. 

 

XVI. CONCLUSION 
In this thesis we have identified the basic construction required for the six wheels based rigid    robot body and 

the basic person tracking movement of the smart card holder. We have also   identified what the proposed 

automated luggage carrying system would do if there are obstacles    in the working route. Moreover there are 

many limitations left in the research due to time and    lack of resources. If there are any restaurant located in the 

2nd floor of the airport the proposed     automated luggage carrying system cannot cross stairs. Most of   the 

limitations in this research    are created by the limitations of resources. But if there are enough resources 

available, the   research can be done in a proper way using high powered motors and high powered battery so    
that the proposed automated luggage carrying system can go through any kinds of environment into airport such 

as stairs and unsmooth floor and carry a huge amount of   loads so that the    efficiency increases in an 

exponential way. If there are too many obstacles or hazards blocks   each and every alternative way to reach the 

smart card user without having any clashes, the   proposed automated system cannot   decide quickly which path   
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to select to reach the user   safely and thus performance decreases. In future, if those limitations are removed 

from the   proposed automated system, the following system will have better performance to serve the user.     
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Abstract: - An electrical engineer always tries to generate transmit and distribute electrical energy at affordable 

cost while satisfying the constraints. So optimal power flow is the problem which is mathematically modeling 

this objective.OPF is the allocation of optimal load to each committed generators while satisfying the power 

flow and plant constraints. The objective is to minimize the fuel cost and reduce the total losses by maintaining 

the generation power in limits. In this proposed work two case studies are carried out on and IEEE-30 bus 

systems. The solution methodology is developed as a software tool in Matlab 7.0.1. In this project fuel cost is 

taken as an objective function & it is compared with the results of Matpower package. The GA tool box is 

utilized for these two case studies. 

 

Keywords: - OPF (Optimal Power Flow), GA (Genetic Algorithm), NR (Newton Raphson), PSO (Practical 

Swarm Optimization). 

 

I. INTRODUCTION 
 The definition of optimal power flow and solution of optimal power flow by conventional methods 

given in [1] and [2] will be briefly explained. Effective optimal power flow is limited by (i) the high 

dimensionality of power systems and (ii) the incomplete domain dependent knowledge of power system 

engineers. GAOPF requires two load flow to be performed per entity, per iteration because all convenient 

variables are included in the fitness. In this project, a simple genetic algorithm applied to the problem of optimal 

power flow in large power distribution systems. OPF is a tool used for both the operation and planning of a 

power system. It can be intuitively explained in the following way. If we are to provide a given requirement, and 

if we have generation units committed (participating in the dispatch), OPF gives an answer as to how much 
power each unit has to produce (dispatch) as well as how to adjust transformer settings in order to supply 

demand most economically, while respecting all the constraints imposed on the system. 

 

II. PROBLEM FORMULATION 
The standard OPF predicament can be written in the subsequent form, 

Minimize F(x)  (the objective function) subject to : 

hi(x)=0, i=1,2,…n     (parity constraints) --------------(2.1) 

gi(x) ≤ 0,  j=1,2,….m  (disparity constraints)  ---------(2.2) 

 
 where x is the vector of the control variables, that is those which can be varied by a control center 

operator (generated active and reactive powers, cohort bus voltage magnitudes, transformers taps etc.); The 

essence of the optimal power flow problem resides in reducing the objective function and concurrently 

satisfying the load flow equations (parity constraints) without violating the dissimilarity constraints. 

 

III. OBJECTIVE FUNCTION 

 The most commonly used objective in the OPF problem formulation is the minimization of the total 

cost of real power generation. The individual costs of each generating unit are assumed to be function, only, of 
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active power generation and are represented by quadratic curves of second order. The objective function for the 

entire power system can then be written as the sum of the quadratic cost model at each generator. 
c(p ) = ap2

 

+ bp + c                             ---------------------(2.3) 

 

Where p is in MW (or per unit) output of the generator and a, b, c are constant coefficients. 

 

IV. CONSTRAINTS 
 As we stated, the OPF is a constrained optimization problem. The set of constraints can be divided into 

parity constraints and disparity constraints. The parity constraint set typically consists of power balance (active 

and reactive) at each node of the network which results from Kirchhoff’s current law. Another set of constraints 

are disparity constraints, which are usually limits resulting from network constituent boundaries. A frequent set 
of disparity constraints consists of: 

 

• Generator power constraints (P and Q) 

• Line power constraints (P) 

• Voltage, tap ratios, and phase shifter angle constraints 

 

 Generators are rated by maximum apparent power which they can produce. The combination of P, Q 

produced by a generator must obey the apparent circle equation P2 +Q2≤ S
max. 

The maximum active power 

(Pmax) produced by generator is limited by  the turbine’s physical limits, while maximum reactive power (Qmax) 

is often determined so that heating of the rotor is within a pre specified tolerance. Likewise, a minimum 

generation level is usually precise. Therefore for each and every generator in the network is subject to the 

following constraints: 

 

Pmin ≤ P ≤ Pmax  
                            -------------------------------- (2.4) 

Qmin ≤ Q ≤ Qmax
                           -------------------------------- (2.5) 

 

Besides generators, transformers provide an additional means of control of the flow of both active and reactive 
power.  

 There are two types of controllable transformers: tap changers and phase shifters, even though some 

transformers control both the magnitude and phase angle. Controllable transformers are those which provide a 

small adjustment of voltage magnitude, usually in the range ±10% or which shift the phase angle of the line 

voltages. A type of transformer considered for small adjustments of voltage rather than for changing voltage 

levels is called a regulating transformer. 

 

V. TYPES OF PARITY CONSTRAINTS 
 While minimizing the cost function, it’s necessary to make sure that the generation still supplies the 

load demands plus losses in transmission lines. Usually the power flow equations are used as parity constraints. 
Pi(V,Ө )- (Pgi-Pdi) =0        -----------------------(2.6) 

Qi(V,Ө )-(Qgi-Qdi) =0       -----------------------(2.7) 

 

Where active and reactive power injection at bus i are defined in the following equation: 

Pi =∑ |Vi||Vk|(GikcosӨ ik+BiksinӨ ik) -----------------------(2.8) 

Qi =∑ |Vi||Vk|(Gik sinӨ ik-Bik cosӨ ik)  ----------------------(2.9) 
Where i=bus no.  & k=1,2,3……n 

 

VI. TYPES OF DISPARITY CONSTRAINTS 

 The disparity constraints of the OPF replicate the limits on physical devices in the power scheme as 

well as the limits created to ensure system protection. The most natural types of disparity constraints are 
advanced bus voltage limits at generations and load buses, lower bus voltage confines at load buses, var. 

confines at production buses, greatest active power limits corresponding to lower limits at some generators, 

maximum line loading limits and limits on tap setting of TCULs and phase shifter. The disparity constraints on 

the dilemma variables measured include: 

i) Upper and lower bounds on the active generations at generator buses Pgi
min ≤Pgi ≤ Pgi

max , i = 1, ng.\ 

ii) Upper and lower bounds on the reactive power generations at generator buses   and reactive power injection 

at buses with VAR compensation Qgi
min ≤ Qgi ≤ Qgi

max, i = 1, npv 

iii) Upper and lower bounds on the voltage magnitude at the all buses Vi
min ≤ Vi ≤ Vi

max    i = 1, nbus. 

iv) Upper and lower bounds on the bus voltage phase angles: Ө i
min≤Ө i≤Ө i

max  i=1 to n bus. 
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 It can be seen that the comprehensive objective function F is a non-linear, the number of the parity and 
disparity constraints boost with the size of the power allotment systems. Applications of a predictable 

optimization technique such as the gradient-based algorithms to a large power allocation system with a very 

non-linear objective functions and enormous quantity of constraints are not good enough to solve this problem. 

Because it depend on the subsistence of the first and the second derivatives of the objective function and on the 

well computing of these derivative in huge investigate space. 

 

VII. EXPERIMENTAL INVESTIGATIONS 

 For experimental investigation the knowledge of genetic algorithm tool box is necessary. The Genetic 

Algorithm toolbox is a collection of functions that extend the capabilities of the Optimization Toolbox and the 
MATLAB numeric computing environment. The Genetic Algorithm toolbox includes routines for solving 

optimization problems using Genetic algorithm. This algorithm enables you to solve a variety of optimization 

problems that lie outside the scope of the standard Optimization Toolbox.  

 All the toolbox functions are MATLAB M-files, made up of MATLAB statements that implement 

specialized optimization algorithms. The capabilities of the Genetic Algorithm toolbox can be extended by 

writing own M-files, or by using the toolbox in combination with other toolboxes, or with MATLAB or 

Simulink.   

 

Genetic algorithm in optimal power flow 

 The genetic algorithms are part of the evolutionary algorithms family, which are computational models, 

inspired in the Nature. Genetic algorithms are powerful stochastic search algorithms based on the mechanism of 

natural selection and natural genetics.  
 GAs works with a population of binary string, searching many peaks in parallel. By employing genetic 

operators, they exchange information between the peaks, hence reducing the possibility of ending at a local 

optimum.  

 GAs are more flexible than most search methods because they require only information concerning the 

quality of the solution produced by each parameter set (objective function values) and not lake many 

optimization methods which require derivative information, or worse yet, complete knowledge of the problem 

structure and parameters. 

 

GA Applied to optimal power flow 

 A simple Genetic Algorithm is an iterative procedure, which maintains a constant size population P of 

candidate solutions. During each iteration step (generation) three genetic operators (reproduction, crossover, and 
mutation) are performing to generate new populations (offspring), and the chromosomes of the new populations 

are evaluated via the value of the fitness which is related to cost function. Based on these genetic operators and 

the evaluations, the better new populations of candidate solution are formed. 

 

With the above description, a simple genetic algorithm is given as follow [6]: 

1.  Generate randomly a population of binary string 

2.  Calculate the fitness for each string in the population 

3.  Create offspring strings through reproduction, crossover and mutation operation. 

4.  Evaluate the new strings and calculate the fitness for each string (chromosome). 

5.  If the search goal is achieved, or an allowable generation is attained, return the best chromosome as the 

solution; otherwise go to step 3. 

 

VIII. CROSSOVER 
 Crossover is the primary genetic operator, which promotes the exploration of new regions in the search 

space. For a pair of parents selected from the population the recombination operation divides two strings of bits 

into segments by setting a crossover point at random, i.e. Single Point Crossover.  

 The segments of bits from the parents behind the crossover point are exchanged with each other to 

generate their offspring. The mixture is performed by choosing a point of the strings randomly, and switching 

their segments to the left of this point. The new strings belong to the next generation of possible solutions. The 

strings to be crossed are selected according to their scores using the roulette wheel [6]. Thus, the strings with 

larger scores have more chances to be mixed with other strings because all the copies in the roulette have the 
same probability to be selected. 
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IX. MUTATION 
 Mutation is a secondary operator and prevents the premature stopping of the algorithm in a local 

solution. The mutation operator is defined by a random bit value change in a chosen string with a low 

probability of such change. The mutation adds a random search character to the genetic algorithm, and it is 

necessary to avoid that, after some generations, all possible solutions were very similar ones. 

 All strings and bits have the same probability of mutation. For example, in the string 110011101101, if 

the mutation affects to time bit number six, the string obtained is 110011001101. 

 

X. REPRODUCTION 
 Reproduction is based on the principle of survival of the better fitness. It is an operator that obtains a 

fixed number of copies of solutions according to their fitness value. If the score increases, then the number of 

copies increases too. A score value is of associated to a given solution according to its distance of the optimal 

solution (closer distances to the optimal solution mean higher scores). 

 

XI. COST FUNCTION 
The cost function is defined as: 

F(x) = 
i

 (aPi
2+bPi+c) Pi

min  Pi  Pi
max   -------------- (3.1) 

Our objective is to search the generation powers in their admissible limits to achieve the optimization problem 

of OPF. 

Using the above components, a standard GA procedure for solving the optimal power flow problem is 

summarized in the diagram of the Fig 1. 
 

 
Fig 1. Simple flow chart of the GA OPF 

 

 The use of penalty functions in many OPF solutions techniques to handle generation bus reactive 

power limits can lead to convergence problem due to the distortion of the solution surface. In this method no 

penalty functions are required. Because only the active power of generators are used in the fitness. And the 

reactive levels are scheduled in the load flow process. Because his essence of this idea is that the constraints are 

partitioned in two types of constraints, active constraints are checked using the GA procedure and the reactive 

constraints are updating using an efficient Newton-Raphson Load flow procedure. 

 

XII. LOAD FLOW CALCULATION 
 After the search goal is achieved, or an allowable generation is attained by the genetic algorithm. It’s 

required to performing a load flow solution in order to make fine adjustments on the optimum values obtained 

from the GAOPF procedure. This will provide updated voltages, angles and transformer taps and points out 

generators having exceeded reactive limits. 

 

 Employing the simple GA to solve the optimal power flow problem. 

 

i) IEEE-30 BUS SYSTEM: 
CHROMOSOME CODING AND DECODING: 

 GAs works with a population of binary string, not the parameters themselves. With the binary coding 
method, the active generation power set of  30 bus system(P1,P2,P5,P8,P11,P13) would be coded as binary string of 

O’s and 1’ with length B1, B2, B5,B8,B11 and B13 (may be different), respectively. Each parameter Pi have upper 

bound Ui and lower bound Li .The choice of B1, B2, B5,B8,B11 and B13 for the parameters is concerned with the 

resolution specified by the designer in the search space. In the binary coding method, the bit length Bi and the 

corresponding resolution 

Ri is related by       
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Ri= (Ui-Li)/(2
Bi-1)  

where Ri =resolution 
 As result, the Pi set can be transformed into a binary string (chromosome) with cetain length and then 

the search space is explored. Note that each chromosome presents one possible solution to the problem. Power 

generation limits & generator cost parameters of IEEE-30 bus system are shown in Table 1. 

 

Table 1: Power generation limits & generator cost parameters of IEEE-30 bus system in p.u.(Sb=100mva) 

buss Pmin Pmax Vmin Vmax a b c 

1 0.50 2.0 0.95 1.10 200 200 0 

2 0.20 0.80 0.95 1.10 175 175 0 

5 0.15 0.50 0.95 1.10 625 100 0 

8 0.10 0.35 0.95 1.10 83.4 325 0 

11 0.10 0.30 0.95 1.10 250 300 0 

13 0.10 0.40 0.95 1.10 250 300 0 

 

a in($/MW2hr), b in ($/MWhr) and c in ($/hr) 

Depending on the resolution the parameter set:        

 (P1,P2,P5,P8,P11,P13) can   be coded according to the following Table 2.A. 

 

Table 2 (A): Coding of pi parameter set 

P1 code P2 code P5 code 

0.5 0000 0.25 0000 0.15 0000 

0.6 0001 0.30 0001 0.175 0001 

0.7 0010 0.35 0010 0.20 0010 

0.8 0011 0.40 0011 0.225 0011 

0.9 0100 0.45 0100 0.25 0100 

1.0 0101 0.50 0101 0.275 0101 

1.1 0110 0.55 0110 0.30 0110 

1.2 0111 0.60 0111 0.325 0111 

1.3 1000 0.65 1000 0.35 1000 

1.4 1001 0.70 1001 0.375 1001 

1.5 1010 0.75 1010 0.40 1010 

1.6 1011 0.80 1011 0.425 1011 

1.7 1100 0.85 1100 0.45 1100 

1.8 1101 0.90 1101 0.475 1101 

1.9 1110 0.95 1110 0.50 1110 

2.0 1111 1.00 1111 0.525 1111 

 

Table 2 (B): Coding of pi parameter set 

P8 code P11 code P13 code 

0.10 0000 0.10 0000 0.10 0000 

0.12 0001 0.12 0001 0.12 0001 

0.14 0010 0.14 0010 0.14 0010 

0.16 0011 0.16 0011 0.16 0011 

0.18 0100 0.18 0100 0.18 0100 

0.20 0101 0.20 0101 0.20 0101 

0.22 0110 0.22 0110 0.22 0110 

0.24 0111 0.24 0111 0.24 0111 

0.26 1000 0.26 1000 0.26 1000 

0.28 1001 0.28 1001 0.28 1001 

0.30 1010 0.30 1010 0.30 1010 

0.32 1011 0.32 1011 0.32 1011 

0.34 1100 0.34 1100 0.34 1100 

0.36 1101 0.36 1101 0.36 1101 

0.38 1110 0.38 1110 0.38 1110 

0.40 1111 0.40 1111 0.40 1111 
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If the candidate parameters set is (1.9, 0.80, 0.50,0.38,0.32,0.30), then the chromosome is a binary string 

1110|1011|1110|1110|1011|1010. The decoding procedure is the reverse procedure. 
 The first step of any genetic algorithm is to generate the initial population. A binary string of length L 

is associated to each member (individual) of the population. The string is usually known as a chromosome and 

represents a solution of the problem. A sampling of this initial population creates an intermediate population. 

Thus, some operators (reproduction, crossover and mutation) are applied to this new intermediate population in 

order to obtain a new one. 

 

Process, that starts from the present population and leads to the new population, is named as generation. When 

executing a genetic algorithm for IEEE -30 bus system, the results after first generation are shown in Table 3. 

 

For this IEEE-30 bus system to apply GA we require initial population. This initial population can be obtained 

by using NR method. By NR method, 

 
Results after 3rd iteration are P1=130 MW, P2=60.2MW,  P5=27.5MW, P8=34MW,P11=18MW,  P13=16MW. By 

substituting these values in cost function F(x)= 
i

 (aPi
2+bPi+c),we get total generation cost=51,320 rs/hr. 

Results after 4th iteration are P1=139.9 MW, P2=57.56MW, P5=24.5MW, P8=35MW, P11=17.9MW, 

P13=16.9MW. By substituting these values in cost function F(x)= 
i

 (aPi
2+bPi+c),we get total generation 

cost=50,520 rs/hr. 

 

Table 3: First generation of GA process for 30 bus system 

 Chromo- some initial population cost(rs/hr) 

3
rd

 iteration 1 1000|0111|0101|1100|01

00|0011 

51,320 

4
th 

iteration 2 1001|0110|0100|1100|01

00|0011 

50,520 

After single pt 

Crossover 

3 

4 

1000|0110|0100|1100|01

00|0011 

1001|0111|0101|1100|01

00|0011 

48,040 

43,600 

After Mutation 5 1001|0011|0101|1100|01

00|0011 

39,200 

 

After 100 generations we get chromosome as 0010|1110|1010|1100|0110|0101. In decoded form P1=71.56MW, 

P2=97.63MW, P5=41.54MW, P8=34.8MW, P11=22.06MW, P13=20.02MW. For this case total generation 

cost=31,960 rs/hr & it is the optimal solution by using GA. 

 

The corresponding IEEE -30 bus system is shown Fig-2 

 
Fig 2: IEEE- 30 BUS SYSTEM 

 

XIII. RESULTS AND ANALYSIS     
Results of OPF using GA and Matpower for IEEE-30 buses will be given and they are compared. 

Results            
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Table 4: Total cost and Losses for ieee-30 bus system using matpower: 

PARAMETER VALUE 

i)TOTAL COST 32,000 (rs/hr) 

ii)TOTAL LOSSES 4.34 (MW) 

 

Description: For IEEE-30 bus system using Matpower we get, 

Total generation cost =32,000 (rs/hr) 

Total transmission losses =4.34(MW) 

 

Table 4.1 Generated power for IEEE-30 bus system using matpower: 

VARIABLE VALUE (MW) 

P1 69.93 

P2 96.56 

P5 41.71 

P8 36.45 

P11 22.31 

P13 20.76 

 

Description: Total active power generated for IEEE-30 bus system using 
Matpower =P1+P2+P5+P8+P11+P13=287.74(MW) 

And total load demanded =283.4 (MW) 

 

Table 4.2 total cost and losses for ieee-30 bus system using GA: 

PARAMETER VALUE 

i) TOTAL COST 31,960  (rs/hr) 

ii) TOTAL LOSSES 4.23 (MW) 

 

Description: For IEEE-30 bus system using GA we get, 

Total generation cost =31,960(rs/hr) 

Total transmission losses =4.23(MW) 
 

Table 4.3 Generated power for IEEE 30 bus system with GA: 

VARIABLE VALUE (MW) 

P1 71.56 

P2 97.63 

P5 41.54 

P8 34.8 

P11 22.16 

P13 20.02 

 

Description: Total active power generated for IEEE-30 bus system using 

GA = P1+P2+P5+P8+P11+P13=287.63(MW) 

And total load demanded =283.4 (MW) 

 

XIV. COMPARISON OF RESULTS OF GA WITH MATPOWER 
Table 4.4. Total cost and Losses for IEEE-30 bus system: 

PARAMETER WITH   GA WITH  MATPOWER 

i) TOTAL COST 31,960  (rs/hr) 32,000 (rs/hr) 

ii)TOTAL LOSSES 4.23 (MW) 4.34 (MW) 

 

Description: To meet the load demand of 283.4 MW for IEEE-30 bus system, total generated power cost using 

Matpower=32,000(rs/hr) & using GA =31,960(rs/hr). 

Since demand is constant for both the methods, losses are less for GA compared to Matpower. 
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Table 4.5 Generated power for IEEE-30 bus system 

VARIABLE WITH  MATPOWER WITH GA 

P1(MW) 69.93 71.56 

P2(MW) 96.56 97.63 

P5(MW) 41.71 41.54 

P8(MW) 36.45 34.8 

P11(MW) 22.31 22.06 

P13(MW) 20.76 20.02 

 

Description :Here P1,P2,P5,P8,P11 and P13are the generated powers at buses 1,2,5,8,11 & 13  resp.To meet the 

demand of 283.4MW for IEEE-30 bus system ,total power generated using Matpower =287.74(MW) & using 

GA=287.63(MW) 

 

 
Fig 3: Total cost curve of a IEEE-30 bus system 

 

 
Fig 4: GA tool for IEEE -30 bus system 
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XV. CONCLUSION 
 Application of Genetic approach to Optimal Power Flow has been explored and tested. A simulation 

results show that a simple genetic algorithm can give a best result using only simple genetic operations such as 

proportionate reproduction, simple mutation, and one-point crossover in binary codes. It’s recommended to 

indicate that in large-scale system the numbers of constraints are very large consequently the GA accomplished 

in a large CPU time. 

 To save an important CPU time, the constraints are to be decomposing in active constraints and 

reactive ones. The active constraints are the parameters whose enter directly in the cost function and the reactive 

constraints are infecting the cost function indirectly. With this approach, only the active constraints are taken to 

calculate the optimal solution set. And the reactive constraints are taking in an efficient load flow by recalculate 

active power of the slack bus. The developed system was then tested and validated on the IEEE-30 bus systems. 
Solutions obtained with the developed Genetic Algorithm Optimal Power Flow program has shown to be almost 

as fast as the solutions given by Matpower package. 

 

XVI. FUTURE WORK 
In this project OPF is solved by using GA method for IEEE-30 bus systems.OPF problem using GA in 

combination with the Particle Swarm Optimization technique can give better results compared to GA method 

alone. 
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Abstract: - Clusters of microcalcifications in digital mammograms are important and early sign of breast 

cancer. This paper presents CAD system for detection of clusters of microcalcifications in digital mammograms. 

Microcalcifications are tiny deposits of calcium in breast tissue. Dense nature of breast tissue and poor contrast 

of mammograms prohibit effectiveness in detecting microcalcifications. Thus, to detect and differentiate the 

microcalcifications from normal tissue, proposed system uses wavelet analysis. Proposed system also makes use 

of extreme learning machine which has better generalization performance at extremely fast learning speed. ELM 
also avoids problems like local minima, improper learning rate. In this proposed system, raw mammographic 

image taken from MIAS database and it is morphologically preprocessed to remove labels and noise. Then, 

windowing function is applied to extract sub images of 32×32. Sub images are decomposed into 4 levels and 

wavelet features are computed. Whole process is supported with Extreme Learning Machine which is used as 

classifier.  

 

Keywords: - Mammograms, Microcalcifications, Wavelet, Extreme Learning Machine. 

 

I. INTRODUCTION 
 Today, breast cancer is most frequent and prevalent cancer among women, especially in the western 

country. It is leading cause of mortality in women each year [1]. According to cancer fact sheets of World 

Health Organization, more than 1, 50,000 women worldwide die due to breast cancer each year. Nearly 8-13% 

women develop breast cancer at some point during their lives. Survival rate is directly proportional to stage at 
which it is detected. Clusters of microcalcifications in digital mammograms are early and important sign of 

breast cancer. These are considered to be best indicators for malignancy. Detection of early signs of breast 

cancer requires high quality images and high degree of accuracy in interpretation.  

 Nowadays, mammography remains most effective diagnostic technique for early breast cancer 

detection. Microcalcifications are tiny deposits of calcium whose general size ranges from 0.1 mm to 1 mm. 

And average size is 0.3 mm. When three or more than 3 deposits of calcium comes together, it forms clusters of 

microcalcification. Due to very small size of microcalcifications, interpretation of their presence is very 

difficult. They can be overlooked by radiologists. To provide confirmation to radiologists for their diagnostic 

decisions and to improve accuracy and sensitivity of detection, a variety of computer Aided Diagnostic (CAD) 

systems have been proposed, where CAD is basically computer based systems which incorporates expert 

knowledge of radiologists to provide second opinion in detecting abnormalities and making diagnostic 
decisions. But, still to detect presence of microcalcifications remains a big challenge due to fuzzy nature and 

poor contrast of mammograms. Microcalcifications are high frequency components with low frequency 

background and high frequency noise. 

Thus, this paper gives a technique to detect microcalcifications in digital mammograms giving it to approach of 

wavelet analysis and extreme learning machine. 

This paper is organized as follows: Section II gives literature review of this proposed system. Section III flow 

chart of the proposed system. Section IV discusses details of database collection. Section V explains complete 

detail methodology of proposed system. Section VI gives experimental results. Section VII provides conclusion 

of this proposed paper. 
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II. LITERATURE SURVEY 
 In literature, various techniques are described to detect presence of microcalcifications in digital 

mammograms. Bouyahia et.al. proposed wavelet based detection of microcalcifications in digitized 

mammograms[3]. He used undecimated wavelet transform, multi-scale product and wavelet packets transform 

for automatic detection of microcalcifications. M. Salmeri et.al.  invented technique of mammographic image 

enhancement and denoising for breast cancer detection using dyadic wavelet processing [4]. He implemented a 

method which has its adaptability to the different nature of diagnostic relevant features in the image permitting 
use of same core algorithm for both microcalcifications and mass detection. Yu et.al. presented a CAD system 

for the automatic detection of clustered microcalcifications using neural network classifiers through two steps. 

In first step, microcalcification pixels are detected and in second step, individual microcalcification objects are 

detected [5]. Netsch et.al proposed a detection scheme for the automatic detection of clustered 

microcalcifications using multiscale analysis based on Laplacian-of-Gaussian filter [6]. Barman et.al. used a low 

pass filter to detect microcalcifications by analyzing digital mammograms [7]. Mascio et.al. developed a 

microcalcification detection algorithm, which operates on digital mammograms by combining morphological 

image processing with arithmetic processing [8]. Karssemeijer developed a statistical method for detection of 

microcalcifications in digital mammograms [9].  

This proposed system uses extreme learning machine algorithm to train the neural network and uses Haar 

wavelets along with it for feature extraction to detect microcalcifications in digital mammograms. 
 

III. FLOW CHART OF THE SYSTEM 
 In this section, flow of the proposed system is given as shown in figure 1. First of all stages, 

morphological preprocessing is done on digitized raw mammogram. Then skin lined breast image is produced 

and segmentation of that skin lined breast image is done by presenting it in 32×32 sub images. Then features are 

extracted from the mammograms using haar wavelet as it is easily decomposed. Then, selection of classifier is 

done and extreme learning machine is used as classifier to support wavelet based feature extraction. Thus the 

whole process is carried in above steps to detect micro calcified clusters in digital mammograms. 

 

 
Figure 1. Block Diagram 

 

IV. DATABASE COLLECTION 
 Sample images are taken from the Mammographic Image Analysis Society (MIAS) [2], an organization 

of research group in U.K. that are enthusiastic in the understanding in mammograms and generated a database of 

digital mammograms. Films in database are taken from the UK national breast screening program have been 

digitized to 50µm pixel edge with Joyce-Loebl scanning microdensitometer, a device linear in optical density 

range (0-3.2) and representing each pixel with 8 bit word. The database contains 322 digitized films and is 
available on 2.3 GB, 8 mm tape. It also includes radiologists truth markings, so called the ground truth on the 

locations of any abnormalities that may present. Database has been reduced to 200 µm pixel edge and padded so 

that all the images are 1024×1024. 

 

V. METHODOLOGY 
 Proposed system of microcalcification detection consists of various steps, namely, Morphological 

preprocessing of digital mammograms, segmentation in 32×32 sub images, Texture analysis, Feature extraction 
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which is based on haar wavelet giving it approach of extreme learning machine. Raw mammographic image is 

taken of size 1024×1024.  

A. Morphological Preprocessing 

 Mammographic images are taken from the MIAS database contains dark background and other non 

essential components such as labels and scribbling. The gray scale mammogram images are transformed into 

binary format using a global threshold TG  , having a value one tenth of the maximum intensity. The objects 

(connected components) present in the binary image are labeled. Area of each connected component is then 

calculated and all the objects having an area (number of pixels) lesser than maximum (TA) are removed. The 

value of TA  for MIAS database images found to be 10000. The selected breast profile is multiplied with original 

image to get resultant image that is free from label and other noises. Finally, the dark background is removed by 

cropping rows and columns that has sum value equal to zero. Thus, the breast region alone is extracted for 

further processing.  

 

B. Construction of 32×32 sub-images 

 After this process, sub-images (ROIs) of size 32×32 are manually cropped. The size of sub-image plays 

an important role in classification. A large sub-image will lead to an accurate classification in the homogenous 

area but a bad classification along the breast skin line areas, whereas small sub-images gives optimal 

classification accuracy in all the regions. The smallest possible sub-image that could contain a 
microcalcification cluster in a 1024×1024 image is 32×32. In the normal images, random portion of size 32×32 

are taken as ROIs. In the images containing microcalcifications, ROIs are taken such that the microcalcification 

clusters are at different positions of the sub-images. In both, background and boundary zones are considered. 

The sub-images that are entirely black and those containing number of zeros more than 100 (10% of total 

number of pixels) are not considered. 

 

C. Texture Analysis 
 Texture analysis is a potential method for studying lesions such as micro-calcifications. In this paper, 

texture analysis of mammograms intends to identify specific region of interest (microcalcifications). Textural 
features contain information about the spatial distribution of tonal variations. The scheme of tone lies on the 

intensity of the pixels within the defined region (gray level values in gray scale image). Thus, the texture in the 

sub image describes the pattern of variation in gray level values in a neighborhood. This will prove the textural 

features that could be used for solving classification problems on non-homogenous data such as mammograms. 

 

D. Wavelet based feature extraction 

 The wavelet transformation is used to analyze different frequencies of an image using different scales. 

This is flexible approach than Fourier transform, enabling analysis of both local and global features present in 

the image. Here, orthogonal wavelet transform is used as it allows an input image to be decomposed into a set of 

independent coefficients, corresponding to each orthogonal basis. Orthogonal implies that there is no 

redundancy in the information presented by the wavelet coefficients, which results in an efficient representation 

of desirable features. Haar wavelet is used for decomposition as it is best suited for extracting high frequency 
components (microcalcifications) from mammographic image. The mammographic image is decomposed into 4 

levels. The approximate and the three detailed components are extracted consecutively for 4 levels by replacing 

the input image for 2nd-4th level decomposition by the approximate component of the respective previous level. 

The features that are extracted for classification are the energy and infinity norm for all the 4 components at 

each level. 

 

Energy,      E =   ||Mpq (x, y)||2 

 

Infinity norm =  |x|p1/p
 

Where, P is the maximum row sum of x.  

 

D. Extreme Learning Machine 

 In this proposed system, Extreme Learning Machine is selected as classifier. For selecting ELM as a 

classifier, ROC graph is used. Receiver Operating Characteristics (ROC) is a technique for visualizing, 

organizing, selecting classifier based on performance. It depicts relative tradeoffs between true positive rate and 

false positive rate. One point in the ROC is better than the other if it is to the northwest of the first. ELM comes 

under the class of SLFN (Single Layer Feed Forward Network) whose learning speed is thousand times faster 

than conventional feed forward network. It has better generalization as the input weights and hidden layer biases 

can be randomly assigned if the activation functions in the hidden layer are infinitely differentiable.  
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With N number of hidden neurons and activation function g(x), the ELM algorithm can be summarized as: 

 

i. Assign input weights wi and biases bi. 

ii. Calculate hidden layer output matrix H. 

iii. Calculate the output β = H∗T weights, where H∗ the  

Moore-Penrose generalization inverse of the matrix H.  

 
The Structure of ELM network is as follows: 

 
Figure 2. Structure of ELM network 

 
The design of ELM based classification requires selection of user defined parameters namely, 

i. Number of hidden neurons 

ii. Activation function 

 

 Number of hidden neurons ranges from 5-80 (maximum number of input samples) for three different 

activation functions namely, unipolar, bipolar, and Gaussian. 

 

VI. EXPERIMENTAL RESULTS 
 The combination of ELM and wavelets feature extraction is used to build CAD system that 
automatically locates the presence of microcalcifications in digital mammograms.  

 

A. Morphological Preprocessing:  

 In this process, raw mammographic images are taken as input and morphological operations are carried 

out to eliminate the undesirable components from raw mammographic images. 

 

 
Figure 3. Original mammogram image 
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Figure 4. Image after label and background removal 

 

B. Segmentation 

 A windowing function is then used after preprocessing mammographic image from top left to bottom 

right such that it produces sub images of size 32×32 at each instance. 

 
Figure 5. 32×32 sub images 

 

C. Final Result after whole CAD implementation 

 

 After implementing CAD system for detection of clustered microcalcifications, final results for the 
CAD system is shown in figure 6 is as follows: 

 
 Figure 6. Microcalcifications detection 

 

VII. CONCLUSION 
 Proposed method which uses wavelet feature extraction which improves sensitivity and performance of 

the CAD system for detection of micro calcification in digital mammograms. Original mammogram is 

preprocessed by morphological operations to remove the label and background and segmented in 32×32 sub 

images of skin lined breast images. Selected wavelet based feature extraction of sub images are used for 

classification and for this system extreme learning machine is used as classifier and backbone of whole system. 

Combination of wavelet analysis and extreme learning machine proves proposed system best in its performance. 
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Abstract: - This research paper describes the design of a  room temperature and humidity controller using fuzzy 

logic. The proposed model consists of two fuzzy logic controllers to control temperature and humidity 

respectively. The first controller accepts two input values- the current temperature as detected by temperature 

sensor and  its deviation from user set-temperature, and controls the speed of heat-fan and cool-fan accordingly . 

When the current temperature in the room reaches set point, it serves as one of the input for second fuzzy logic 

controller that controls the humidity. The ideal relative humidity level for user’s set temperature is preset in the 

system. Current humidity in % as detected by the humidity sensor in the room serves as the second input to the 

controller. The humidifier and exhaust fan speed is controlled accordingly to maintain the correct humidity level 
for that temperature. This research work will increase the capability of fuzzy logic control systems in process 

automation with potential benefits. MATLAB-simulation is used to achieve the designed goal. 

 

Keywords: - Fuzzy logic, Inference Engine, Matlab Simulation, Rule Selection  

 

I. INTRODUCTION 
 A control system is a device, or set of devices, that manages, commands, directs or regulates the 

behavior of other device(s) or system(s). Industrial control systems  are used in industrial production for 

controlling an equipment or a machine. The control system design, development and implementation need the 

specification of plants, machines or processes to be controlled. A control system consists of controller and plant, 

and requires an actuator to interface the plant and controller. The behaviour and performance of a control system 

depend on the interaction of all the elements. [2] 

 Computational Intelligence (CI) is a field of intelligent information processing related with different 

branches of computer sciences and engineering. The fuzzy systems are one paradigm of CI. The contemporary 

technologies in the area of control and autonomous processing are benefited using fuzzy sets.  One of the 

benefits of fuzzy control is that it can be easily implemented on a standard computer. 

In contrast with traditional logic theory, where bi- nary sets have two-valued logic: true or false, fuzzy logic 

variables may have a truth value that ranges in degree between 0 and 1. Fuzzy logic has been extended to handle 

the concept of partial truth, where the truth value may range between completely true and completely false. 

Fuzzy logic imitates the logic of human thought, which is much less rigid than the calculations computer 

generally perform. Intelligent control strategies mostly involve a large number of inputs. The objective of using 

fuzzy logic has been to make the computer think like people. Fuzzy logic can deal with the vagueness intrinsic 

to human thinking and natural language and recognize its nature is different from randomness. Using fuzzy logic 

algorithm, we could enable machines to understand and respond to vague human concept such as hot, cold, 
large, small, etc. [1] [2] 

 This proposed design work of room temperature and humidity controller  can be used in a processing 

plant  to maintain comfortable atmosphere in the environment. 
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II. BLOCK DIAGRAM  OF PROPOSED MODEL:- 
 

 

 

Figure 1: Block  Diagram  Of  Room  Temperature  And  Humidity  Controller 

 

 The basic model of the proposed structure consists of room temperature and humidity controller with 

fuzzy logic control system. The room atmosphere controller has a heating fan, a cooling fan to heat or cool the 

room according to user demand ; a humidifier to release moisture in the air and a exhaust fan to dry out the air if 

the relative humidity is higher than the needed range. Humidity and temperature sensors used to monitor the 

environment of room are mounted in the room and  are connected with the fuzzifiers of the two fuzzy logic 

control system.         

 

2.1.Simplified Diagram For The Prposed System:- 

 
 

III. HOW  HEATING AND COOLING IS DONE   
 The model basically employs the principle of ground water/air source reversible heat pumps which 

work in either thermal direction to provide heating or cooling to the internal space.  

 In cooling mode, the inside coil is the evaporator and the outside coil is condensor.  The compressor 

takes away the low pressure vapour from the refrigerant and discharge it as high pressure vapour which thereby 

enters the condensor where it is cooled and condensed into liquid. After leaving the condensor as high pressure 

cooler liquid, the refrigerant now enters the evaporator where it changes into vapour coming in contact with low 

pressure atmosphere. During this evaporative cycle, heat is removed from the air which gets cooler and enters 

the room. The low pressure refrigerant then routes back to the compressor by suction line to repeat the cooling 

process. 

 In heating mode, the inside coil is now condensor and outside coil is evaporator. The compressor sends 

the high pressure vapour into the reversing valve which routes the vapour to the condenser coil where it is 
cooled, and condensed into liquid by passing through the coil. The heat removed from the refrigerant is expelled 

to the inside air by the air movement system. The refrigerant leaves the inside coil as a high pressure liquid. 

When this liquid enters the low pressure atmosphere of the outside coil (evaporator) it evaporates into vapor. 

When the evaporative process takes place, heat is removed from the air flowing through the evaporator and the 

air,which is now cool, is returned to the outside air (ambient). From the evaporator, the low pressure refrigerant 

vapour returns to the reversing valve which routes the low pressurevapour to the compressor through the suction 

line to start the heatingprocess again. [2] 
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A heat pump with one extra valve allows the condenser (hotcoil) and evaporator (cold coil) to reverse places in 

the winter. Figure 2 shows close-ups of this “reversing” valve and where it is located in the heat pump system. 

 
Figure 2:- Reversing  Valve  That  Enables  Both  Heating  And  Cooling Processes 

 

IV. DESIGN ALGORITHM OF FUZZY LOGIC FOR ROOM TEMPERATURE &  

HUMIDITY CONTROLLER 
 This simplified design algorithm is used to design the fuzzifier, inference engine, rule base and 

defuzzifier for the room air conditining system according to the control strategy of the processing plant to 

achieve the quantity and quality of the desire needs to maintain the room environment. The model can operate 

within 8’C to 44’C temperature range. And user can set any desired temperature from 18 to 26. For any 

temperature within 18 to 26 both temperature and humidity controlling part of the proposed model performs 

well to maintain the comfort atmosphere of the user. The humidity comfort level is pre defined and works 

perfectly within temperature range 18 to 26(oC).                    

 

4.1.Fuzzifier:-          

4.1.1.Membership Functions And Ranges For The First Fuzzy Logic Controller For  Controlling The Desired  

Temperature                
4.1.1.1.Input  Variables:-             

4.1.1.1.1.Current Temperature:-    

It is the current temperature of the room as recorded by the temperature sensor mounted in the room. The sensor 

range should be wide enough to take care of climatic and regional fluctuations. The proposed model works 

perfectly at any temperature within range 8oC-44oC    

Table 1: Membership Functions For Current-Temperature 

MEMBERSHIP  FUNCTIONS RANGE (oC) 

COLD 8-14 

COOL 13-19 

NORMAL 18-22 

WARM 21-27 

HOT 26-32 

VERY-HOT 31-39 

EXTR-HOT 38-44 

 

4.1.1.1.2.Deviation From Set Temperature   

 It gives the difference between the user preferred temperature and current temperature of the room as 

recorded by the temperature sensor in the room. As this model can work between temperature range 8-44’C and 
user can set any desired temperature from 18-26’C, so temperature difference between the current and the user 

preferred temperature can never go beyond -26’C (18’C – 44’C) and 18’C (26’C - 8’C). Thus (-26’C) & 

(+18’C) are the lower and upper limits of the input variable “ deviation from set-temperature”). 

 

Table 2: Membership Functions for “Deviation from current temperature” 

MEMBERSHIP FUNCTIONS RANGE(oC) 

 

NE2 -26    to  -18.5 

NE1 -19.5 to  -12 

NL -13    to  -6 

NS -7      to   0 

O -2      to   2 

PS 1       to   10.5 

PL 9       to   18 
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Figure 3:-Plot Of Membership Functions For “ Current-Temperature” & “Deviation from current temperature” 
 

4.1.1.2.Output  Variables                       

4.1.1.2.1.Heat-Fan-Speed 

The heat fan can either be in ON or  OFF state depending on the temperature preference in the room. The heta-

fan-speed is catagorised into 1. STOP   2.HEAT-SLOW     3. HEAT-MEDIUM     4. HEAT-FAST.  

If the current temperature of the room is below the desired temperature then this fan automatically gets on varies 

speed according to temperature difference. 

Table 3:-Membership Functions For “heat-fan-speed” 

 

 

 

  
 

 

 

4.1.1.2.2.Cool-Fan-Speed            

The cool-fan-speed is catagorised into 1. STOP  2.COOL-SLOW     3. COOL-MEDIUM     4. COOL-FAST.  

If the current temperature of the room is above  the desired temperature then this fan automatically gets on 

varies speed according to temperature difference. 

 

Table 4:-Membership Function For “cool-fan-speed” 

MEMBERSHIP FUNCTIONS RANGE  

% 

STOP 0-5 

COOL-SLOW 0-30 

COOL-MEDIUM 25-50 

COOL-FAST 45-80 

COOL-V.FAST 75-100 

 

    
Figure.4:-. Plot Of Membership Function For “heat-fan-speed & cool-fan-speed” 

  

 4.1.2.Membership Functions  And  Ranges  For  The  Second  Fuzzy Logic  Controller  For  Controlling The  

Relative  Humidity   

MEMBERSHIP 

FUNCTIONS 

RANGE 

% 

STOP 0-5 

HEAT-SLOW 0-45 

HEAT-MEDIUM 35-65 

HEAT-FAST 60-100 
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4.1.2.1.Input  Variables             

4.1.2.1.1. Current  Temperature         

This input variable of the second fuzzy logic controller is dependant entirely on the temperature sensor. As the 

user is allowed to choose the desired temperature between 18-26’C, so this temperature range is divided into 

two membership functions. 

 

Table 5:- Membership Function For “current-temperature”   

MEMBERSHIP 

FUNCTIONS 

RANGES(oC) 

 

Temp-range-A 16-22.5 

Temp-range-B 22-28 

 

4.1.2.1.2.Current-Humidity 

 Relative Humidity is the percentage of water vapour the air is holding, in relation to the amount it is 

capable of holding at a given temperature.The Proper Indoor Humidity [3] that gives comfortable atmosphere 

depends on temperatures, as indicated here: 

 

Table 6:- Proper Indoor Humidity 
If Outdoor Temperature Is: Relative Humidity That Should Be Maintained 

86’F (30’C ) 56% 

80.5’F (27’C) 54% 

77’F (25’C) 50.5% 

71.5’F (22’C) 45% 

68’F (20’C) 43.5% 

62.5’F (17’C) 40% 

59’F (15’C ) 35% 

 

 The most recent advancement in humidification is a humidifier that automatically delivers the optimum 

RH without periodic homeowner adjustment.The humidification part is designed in this model in such a way 

that the user does not have to set any particular humidity. The comfort feeling  humidity level within user 

settable temperature range (18-26C ) is pre-set here . from 18(oC) to 22(oC) the ideal comfort RH level is taken 

as 45%. And from 23-26’C the ideal RH level is taken as 50-54%.  

 
Table 7:-Membership Functions for Current-Humidity 

 

 

 
Figure 5:-Plot Of Membership Functions for “Current Temperature” & “Current Humidity” 

 

MEMBERSHIP FUNCTIONS RANGE (%) 

DRY 0-21 

NOT TOO DRY (NTD) 20-43 

SUITABLE-1 (S-1) 42-48 

SUITABLE-2 (S-2) 46-54 

NOT TOO WET (NTW) 53-75 

WET 70-100 
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4.1.2.2.Output Variables 

4.1.2.2.1.Humidifier 

Table 8:-Membership Functions for Humidifier 

MEMBERSHIP FUNCTIONS RANGE (%) 

DRY 0-5 

SLOW 4.5-35 

MEDIUM 28-62 

FAST 60-100 

   

4.1.2.2.2.Exhaust-Fan 

Table 9:-Membership Functions for Exhaust-Fan 

MEMBERSHIP FUNCTIONS RANGE(%) 

STOP 0-5 

SLOW 4.5-35 

MEDIUM 28-62 

FAST 60-100 

 

 
Figure 6:- Plot of Membership Functions For “Humidifier” & “Exhaust-fan-speed” 

                                                                         

4.2.Rule Base :-             

Table 10 :- Rule Base For First Fuzzy Logic Controller 

 

RULE 

NO 

CURRENT-TEMP DEVIATION FROM SET-

TEMP 

HEAT-FAN-

SPEED 

COOL-FAN-

SPEED 

1. Cold PL Heat-Fast Stop 

2. Cold PS Heat-Medium Stop 

3. Cool PL Heat-Medium Stop 

4. Cool PS Heat-Slow Stop 

5. Cool O Stop Stop 

6. Cool NS Stop Cool-Slow 

7. Normal PS Heat-Slow Stop 

8. Normal O Stop Stop 

9. Normal NS Stop Cool-Slow 

10. Warm PS Heat-Slow Stop 

11. Warm O Stop Stop 

12. Warm NS Stop Cool-Slow 

13. Warm  NL Stop Cool-Medium 

14. Hot NS Stop Cool-Slow 

15. Hot NL Stop Cool-Medium 

16. Hot NE1 Stop Cool-Fast 

17. Very-Hot NS Stop Cool-Slow 

18. Very-Hot NL Stop Cool-Medium 

19. Very-Hot NE1 Stop Cool-Fast 

20. Very-Hot NE2 Stop Cool-V.Fast 

21. Extrm-Hot NE1 Stop Cool-Fast 

22. Extrm-Hot NE2 Stop Cool-V.Fast 
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Table 11 :- Rule Base For Second Fuzzy Logic Controller 
RULE 
NO. 

CURRENT 
TEMPERATURE 

HUMIDITY HUMIDIFIER 
SPEED 

EXHAUST  
FAN SPEED 

 1 Temp-Range-A DRY Fast Stop 

2 Temp-Range-A NTD Medium Stop 

3 Temp-Range-A S-1 Stop Stop 

4 Temp-Range-A S-2 Stop Slow 

5 Temp-Range-A NTW Stop Medium 

6 Temp-Range-A WET Stop Fast 

7 Temp-Range-B DRY Fast Stop 

8 Temp-Range-B NTD Medium Stop 

9 Temp-Range-B S-1 Slow Stop 

10 Temp-Range-B S-2 Stop Stop 

11 Temp-Range-B NTW Stop Medium 

12 Temp-Range-B WET Stop Fast 

 

 
Figure 7:-Matlab Rule Editor for temperature & humidity controller 

 

4.3.Fuzzification:- 

 We select two random values of input variables from first fuzzy logic controller to demonstrate how 

fuzzification is done in both the fuzzy logic controller used in this system. 

In the first fuzzy logic controller, the signal value of current-Temperature=13C intersects with fuzzy variables 

"Cold" and "cool", where "cold" is taken as the first fuzzy variable f[0] and "Cool" is the second fuzzy variable, 

f[1]. The f[0] maps to the membership function value of 0.86 while f[l] maps to the value of 0.13. Similarly, for 

the input value of “deviation-from current-temperature”=+10,the corresponding intersection of fuzzy variables 

are "PS" as the second active fuzzy variable f[2] and "PL" as the first active fuzzy variable f[3]. The f[2] will 

thereby map to the membership function value of 0.04 while f[3] corresponds to 0.96. 

 

Table 12 :- Results Of Fuzzification:- 
INPUT VARIABLES VALUES REGION SELECTION FUZZY SET CALCULATION 

CURRENT 
TEMPERATURE 

13 0<13<15  f1=(15-13)/15=0.13 
f0=1-0.13=0.86 

DEVIATION-FROM-
SET-
TEMPERATURE 

+10 0<10<10.5 f3=(10.5-10)/10.5=0.04 
f2=0.96 

 

 

 

 

 

 

 

Figure 8:- Block Diagram Of Fuzzification Model 
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Figure 9:- Fuzzification Of Crisp Input, “Current-Temperature” = 13C. & “Deviation-From-Set-Temperature” = 

+10 

4.4.Inference Engine:- 

 The inference block accepts four inputs from the Fuzzification  process and the inputs of the inference 

would be f[O], f[l], f[2] and f[3]. The min-max inference method uses the min operator between the two inputs 

(rule's antecedent) resulting from rule conditions and the rules are finally combined by using OR operator and 

interpreted as the max operation for each possible value of the output variable. Hence four outputs RO, RI, R2, 

and R3 will be generated. The values of f[O], f[l], f[2] and f[3] are 0.86, 0.13, 0.96 and 0.04 respectively. 

Applying the max-min composition, f[O] and f[l] will perform the operation with f[2] and f[3] to output the R 

values as follows: 

RO=f(0) ^ f(2) = f(0) AND f(2) =0.86 AND 0.96 = 0.86 

R1= f(0) ^ f(3) = f(0) AND f(3) = 0.86 AND 0.04 =0.04 

R2= f(1) ^ f(2) = f(1) AND f(2) = 0.13 AND 0.96 = 0.13 
R3= f(1) ^ f(3) = f(1) AND f(3) = 0.13 AND 0.04 = 0.04 

 Note that the sign ^ indicates that a minimum value will be taken between the two membership 

function values. Also, in Mamdani-min, minimum is also interpreted as ANDing the two membership function 

values. However, it is important to note that this is not a logical ANDing. Rather, it is the comparison to obtain 

the minimum between the two membership functions. The inference model example of its input and outputs are 

shown in Fig . 10.   

 
Figure 10:-Block Diagram Of Inference Engine 

 

4.5.Rule Selector:- 

 The rule selector receives two crisp values of temperature and humidity. It gives singleton values of 

output functions under algorithm rules applied on design model. For two variables, four rules are needed to find 

the corresponding singleton values S1, S2, S3 and S4 for each variable according to these rules are listed in 

TABLE 13. The rule base accepts two crisp input values, distributes the universe of discourse into regions with 

each region containing two fuzzy variables, fires the rules, and gives the output singleton values corresponding 

to each output variable. Fig. 11 shows the main block diagram of the Rule Base. 

 

Table 13:-Illustration Of Rules For The Applied Model 

 
                                                                                        Figure 11:- Block Diagram Of Rule Base 
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This process is achieved by dividing the universe of discourse into six regions; with each region containing only 

two fuzzy variables. The illustrations of the region divisions are shown in Fig 12. 

 
Figure 12:-Illustration of Region Deivisions  

 

Table 14:- Division  Of  Regions  For  Current Temperature  And  Deviation  From Set-Temperature 

INPUTS REGIONS RANGE OF  VALUES 

 

 

CURRENT-
TEMPERATURE 

1. 8-16 

2 16-20 

3 20-24 

4 24-29 

5 29-35 

 6 35-44 

 

 
DEVIATION FROM 

SET-TEMPERATURE 

1 -26   to  -15.75 

2 -15.75  to   -9.5 

3 -9.5      to   -3.5 

4  -3.5      to    0 

5  0       to    5.25 

6   5.25     to    18 

 

4.6.Deffuzifier:- 

 In this system, four defuzzifiers control the actuators; heat-fan-speed, cool-fan-speed, humidifier and 

exhaust-fan-speed. The defuzzification process provides the crisp value outputs after estimating its inputs [1]. 

But as we are citing an example of how the defuzzification is done, we select only 2 defuzzifiers that control the 
heat-fan and cool-fan-speeds in correspondence to the current-temperature=+13 & deviation=+10. So 8 inputs 

are given to each of two defuzzifiers, four values of R0, R1, R2, R3 from the outputs of inference engine and 

four values S0, S1, S2, S3 from the rule selector . 

Each defuzzifier estimates the crisp value output according to the center of average (C.O.A) method using the 

mathematical expression  ∑ S[i]*R[i] /∑R[i] , where i = 1 to 4. Each. output variable membership function plot 

consists of five functions with the same range values for simplification 

 

 
Figure 13:- Block  Diagram  Of  Defuzzifier 

 

V. RESULTS AND DISCUSSION 
According to the results of inference engine∑R[i]=R0+R1+R2+R3= 0.86+0.04+0.13+0.04=1.07 

 

Table 15:- Designed Value For Heat-Fan-Speed 

Si Ri Si*Ri 

0.8 0.86 0.688 

0.5 0.04 0.02 

0.5 0.13 0.06 

0.22 0.04 0.008 
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 ∑S[i]*R[i]  =0.688 + 0.02 + 0.06 + 0.008 = 0.776  ;  ∑R[i]=1.07 ; so ∑S[i]*R[i] /  ∑R[i]= 0.776/1.07  =0.725 

=72.5% 

 

Table 16:- Designed Value For Cool-Fan-Speed 

Si Ri Si*Ri 

0.025 0.86 0.0215 

0.025 0.04 0.001 

0.025 0.13 0.00325 

0.025 0.04 0.001 

 

∑S[i]*R[i] =0.0215 + 0.001 + 0.003  + 0.001 =0.02675 ;  ∑R[i]=1.07  =1.07. 

So   ∑S[i]*R[i] /  ∑R[i]= 0.02675/1.07 =0.025 = 2.5% 

 Using the above mathematical expression the crisp values for output variables were determined and the 

results were found according to the MATLAB simulation as shown in Fig.14. These results are compared in 

TABLE 17 and found correct according to the design model. MATLAB simulation was adapted according to the 
arrangement of membership functions for four rules as given in TABLE 13. 

In Fig. 14 the same values of input variables, Current-Temperature=13, and Deviation from set-

temperature=+10 are shown. Various values of input and output variables match the dependency scheme of the 

system design. When the temperature reaches the set value (13+10=23’C),the humidifying controller gives the 

correct output as designed . 

 

 
Figure 14:-Matlab Rule Viewer 

 

The correctness of results shows the validity of the simplified design work for processing system using fuzzy 

control system. 

 

5.1.COMPARISON BETWEEN CALCULATED & SIMULATED RESULT:- 

 

Table :-17 

RESULT HEAT-FAN-SPEED COOL-FAN-SPEED 

Design values 72.6 2.5 

Calculated values 72.5 2.5 

% error 0.13 0 

 

VI. SIMULATED  GRAPH  DISCUSSION:- 
This system was simulated for the given range of input variables. In this design model, the speed of heat-fan and 

cool-fan depends upon the selected value of temperature sensor, whereas humidifier and exhaust fan speeds 

depend on the value of both humidity and temperature sensors . The simulated and calculated results are 

according to the reliance scheme. 
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Figure 15 :- 3d Plots Between (a)Current Temperature & Deviation With Heat Fan Speed ; (b) Current 

Temperature & Deviation With Cool-Fan-Speed ; (c) Current Temperature & Current Humidity With 

Humidifier ; (d) Current Temperature  & Current Humidity With Exhaust-Fan-Speed 

 

VII. SOME SPECIAL CHARACTERISCTICS OF OUR PROPOSED MODEL  
(a).The proposed room temperature and humidity controller works perfectly over a wider range of temperature 

8-44 0 C. 

(b).There are two controllers in this system which measures temperature and humidity respectively. Both are 

designed using fuzzy logic. After the user sets a desired room temperature, the temperature controller starts 
immediately to bring back the room temperature to desired value in much shorter time. And when the current 

temperature is close to to desired value, the humidity controller starts working the get the ideal relative humidity 

for that temperature. 

(c).The number of membership functions of input and output variables of both temperature and humidity 

controllers are more while difference between upper and lower limits of each range is reduced. This improves 

the accuracy and sensitivity of the controllers.  

(d).The output of each of the controllers is calculation adaptive and is sensitive to small variation of 

temperatures. 

(e).The efficiency of this model is very high as %error between calculated and measured value for a given 

temperature is approximately close to 0.15 only (shown in the paper). 

 

VIII. CONCLUSION 
 The algorithmic design approach makes the system efficient and absolutely under control. The analysis clearly 

maps out advantage of fuzzy logic in dealing with problems that are difficult to study analytically yet are easy to 

solve intuitively in terms of linguistic variables. In case of the Air-Conditioning system, fuzzy logic helped 

solve a complex problem without getting involved in intricate relationships between physical variables. Intuitive 

knowledge about input and output parameters was enough to design an optimally performing system. The utility 

of the proposed system in processing plants is being carried out and in future it will help to design the advanced 

control system for the various industrial applications in environment  monitoring and management systems. 

 

IX. FUTURE WORK 
I. Designing a  powerful ground source reversible pumps using fuzzy logic controller which can handle a 

wider range of temperature and can heat and cool more sensitively and simultaneously. 

II. Adding more intelligence to the room condition controller  like occupancy, auto human detector  and 

adjusting itself according to outdoor temperature and humidity at various times a day and all round the 

year. 

III. In future we will come up with a device that implements the Fuzzy Logic controller in an embedded 

system which can be used for increasing the efficiency of Room Air Conditioners. 
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Abstract: - Water is essential to maintain and sustain human life, animal and water therefore is important in 

that it is essential for growing food, for household water uses, as a critical input into industry, for tourism and 

cultural purposes, and for its role in sustaining the earth's ecosystem. The study is to determine the direction of 

ground water flow and also establish the parametric relationship of the measured topographical and derived data 
for the management of exploration and exploitation of groundwater in shallow aquifers of the study area. The 

methods involve the selection of ten wells within the University campus. The wells were used to obtain 

information on ground water topographical information. Data was acquired using a Global Positioning System 

(GPS) Garmin 76csx which is a satellite based equipment for position determination. The data acquired were 

wells coordinates and the elevation of the well location above mean seal level (amsl), while the water level 

values of wells as measured with the aid of an Electronic Water Level Indicator was used to measure the water 

surface depth from the ground surface. 

 The relative positions of the wells were plotted using AutoCAD 2012 version and it was superimposed 

on the base map of the area. Suffer for window (version 8, topographical analysis software) was used to produce 

the contour of the Ground Level, Water surface Level and the Well Level water flow direction. Simple 

regression analysis was applied to the computed values according to their functional relationships, ground level-
water surface level, ground level-well level and depth of well-depth of water surface. The derived equations 

from the measured and derived parameters were of the linear, power, exponential, logarithmic and 2nd degree 

polynomial types. The coefficient of determination (R2) obtained from the various analysis ranges from 0.8485 

to 0.9834. The coefficient of determination (R2) of 0.98 is close to unity which is the highest theoretically 

possible thus indicating that whenever the values of the independent variables or assigned variables are known 

exactly, the corresponding values of the dependent or derived variables can be evaluated with a high degree of 

accuracy. In all the relationships the 2nd degree polynomial is consistent with higher values of the coefficient of 

determination. The results of the equations derived from this study indicate that there was an explanatory 

independent variable for ground level in predicting water surface level with a coefficient of determination 

r2=98% and also the results of well level prediction of r2 of 94% - 95% and depth of well prediction of 85% - 

97% for all the five different equations considered in the study. The equations established can be a useful and 

essential tool in the development of sound groundwater management plans, formulation of policies for 
exploration and exploitation of shallow aquifers. 

 

Keywords: - Coefficient of determination, Shallow Aquifer, 2nd degree polynomial, Power equation, 

Exponential equation 

 

I. INTRODUCTION 
 Water is essential to maintain and sustain human life, animal and plant (Patil and Patil, 2010). Water 

therefore is important in that it is essential for growing food, for household water uses, as a critical input into 

industry, for tourism and cultural purposes, and for its role in sustaining the earth's ecosystem (Mark et.al, 
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2002). However, access to safe drinking water and sanitation is critical in terms of health, especially for 

children. For instance, unsafe drinking water contributed to numerous health problems in developing countries 
such as the one billion or more incidents of diarrhoea that occur annually (Mark et al., 2002). According to 

Asonye et al. (2007), availability of safe and reliable source of water is an essential prerequisite for sustained 

development. The availability and purity of groundwater are affected by location, construction and operation of 

wells (Egbulem, 2003). Adekunle et al. (2007) has established the contamination of wells sited close to dumping 

sites in southwest, Nigeria.  Of all sources of freshwater on the earth, groundwater constitutes over 90% of the 

world's readily available freshwater resources (Boswinkel, 2000) with remaining 10% in lakes, reservoirs, rivers 

and wetlands. 

 Groundwater differs from surface water because of the contrasting physical and chemical environment 

in which it occurs, although the water itself is essentially part of the same overall hydrological cycle. An 

increased awareness of groundwater in the hydrological cycle would result in better understanding of the 

resource, its susceptibility to pollution, and the need for increased efforts to protect its quality. In evaluating 
groundwater risk from pollution, several methods have been used that produce groundwater vulnerability maps 

of varying reliability (Piscopo, 2001; Rupert 2001; Radig, 1997). Groundwater moves through aquifers from 

areas of recharge to areas of discharge (determined by the geological structure), normally at slow rates. These 

slow flow rates and long residence times, consequent upon large aquifer storage volumes, are amongst the 

numerous distinctive features of groundwater systems. Groundwater forms the „invisible part‟ of the 

hydrological cycle, which can lead to misconceptions amongst stakeholders. The study is to determine the 

direction of ground water flow and also establish the parametric relationship of the measured and derived data 

for the management of exploration and exploitation of groundwater in shallow aquifers of the study area. The 

result of the study will provide time saving and cost effective models as a tool to use for groundwater 

exploitation and information on how to ensure that land use activities in the recharge area will not pose a threat 

to the quality of the ground water.  

 

II. STUDY AREA 
 The University lies on latitude 7°25´N and longitude 3°25´E and it has a landed area of 9,700 hectares 

which is situated northwest of Abeokuta Township. It is bounded to the west by Abeokuta- Opeji-Eruwa road 

and to the east by Osiele-Alabata road. The site falls within the geographical region of Odeda Local 

Government (UNAAB Master Plan, 1991). Ten Hand-Dug wells were selected within the University campus for 

study. It was ensured that the ten wells selected were best representative of the area.  

 

III. MATERIALS AND METHODS 
 This involves the selection of ten wells within the University campus. The wells were used to obtain 

information on ground water. The geometry data was acquired using a Global Positioning System (GPS) 

Garmin 76csx which is a satellite based equipment for position determination. The data acquired were wells 

coordinates and the elevation of the well location above mean seal level (amsl) Table 1, while the water level 

values of wells as measured with the aid of an Electronic Water Level Indicator was used to measure the water 

surface depth from the ground surface Table 2, to know the depth of the well. From these three parameters, the 

water surface level and Well level were deduced using the following relations 

(i) Well Level = Ground Level -Depth of  Well 

(ii) Water Surface Level = Ground Level –Water Surface Depth 

 The relative positions of the wells were plotted using AutoCAD 2012 version and it was superimposed 
on the base map of the area (i.e. FUNAAB Map) Figure 1. Suffer for window (version 8, topographical analysis 

software) was used to produce the contour of the Ground Level, Water surface Level and the Well Level water 

flow direction Figure 2. Microsoft Excel and Notepad, were used to prepare the data in the format that is 

acceptable to both the AutoCAD and Suffer for window software. Simple regression analysis was applied to the 

computed values according to their functional relationships, ground level-water surface level, ground level-well 

level and depth of well-depth of water surface. The computed values were subjected to scatter plot and various 

trend lines, the trend lines were used to graphically display trends in data to obtain appropriate models for each 

functional relationship (Figures 3-5). 

 

IV. RESULTS AND DISCUSSION 
 The relative positions of the ten wells in are as shown in Figure 1 with reference to the longitude and 

latitude. The contour map of water level showing flow direction (Fig. 2) is a powerful tool for determination of 

appropriate location for the construction of wells, septic tank, grave, burial-ground and dumpsites. Pollution 

producing activities such as septic tank, grave, burial-ground and dumpsites must be sited downstream of a well. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 100 

The flow directions in Fig. 2 is in the West-East and East-West direction, pollution producing activities must be 

sited downstream of a well. 
 The derived equations from the measured parameters are of the linear, power, exponential, logarithmic 

and 2
nd

 degree polynomial types. The coefficient of determination (R
2
) obtained from the various analysis 

(Figures 3-5 and Tables 3-5) ranges from 0.8485 to 0.9834. The coefficient of determination (R2) of 0.98 is 

close to unity which is the highest theoretically possible thus indicating that whenever the values of the 

independent variables or assigned variables are known exactly, the corresponding values of the dependent or 

derived variables can be evaluated with a high degree of accuracy. The coefficients of determination (R2) can 

also be described as the ratio of the explained variation to the total variation that gives an indication of how well 

the regression line fits the observed data. 

 From the summary detailed in Tables 3-5 the three different relationships were summarized and the 

coefficient of determination was used to categorize the equations in order of higher value of coefficient of 

determination. In all the relationships in Tables 3-5 the 2nd degree polynomial is consistent with higher values of 
the coefficient of determination. The equations 5, 10 and 15 in Tables 3-5 

)5(159728.0877.00043.00602.0

)4(109542.075.138233.30093.0

)3(59834.017.141283.30093.0
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22
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Despite the fact that the results are derived from a small sample size, the strength of the correlations provides 

evidence that there is a relationship between the parameters considered and their functional relationship 

established. 

 

V. CONCLUSION 
 It can be concluded that knowledge of the direction of ground water flow can be a useful tool in the 

management of exploration and exploitation of shallow aquifers and in the reduction or minimization of 

groundwater contamination. It can be used as a guide to map out the land use of the study area and thereby take 

steps to ensure that land use activities in the recharge area will not pose a threat to the quality of the ground 

water. The flow directions in Fig. 2 is in the West-East and East-West direction, pollution producing activities 

must be sited downstream of a well. 

 The results of the equations derived from this study indicate that there was an explanatory independent 

variable for ground level in predicting water surface level with a coefficient of determination r2=98% and also 

the results of well level prediction of r2 of 94% - 95% and depth of well prediction of 85% - 97% for all the five 

different equations considered in the study. The equations established can be useful and essential in the 

development of sound groundwater management plans, formulation of policies for exploration and exploitation 
of shallow aquifers. The derived equations are time saving and cost effective models that can be  used for 

groundwater exploration, exploitation. The groundwater study is generally site specific, the range of coefficients 

of correlation and determination obtained for the study area are universally acceptable. 

 

Table 1: Coordinates and Elevations of Wells 

Wells Coordinates Elevation Above Mean Sea Level(amsl) (m) 

W1 N7° 13´ 29.6´´  E3° 25´ 26.8´´ 150 

W2 N7° 13´ 31.4´´  E3° 25´ 27.2´´ 148 

W3 N7° 13´ 34.0´´          E3° 25´ 27.1´´ 144 

W4 N7° 13´ 40.0´´  E3° 25´ 29.0´´ 136 

W5 N7° 13´ 24.6´             E3° 25´ 54.3´´ 122 

W6 N7° 14´ 11.7´           E3° 26´ 12.7´´ 126 

W7 N7° 14´ 09.2´´          E3° 26´ 11.4´´ 125 

W8 N7° 14´ 08.8´´          E3° 26´ 11.7´´ 126 

W9 N7° 14´ 08.6´´          E3°26´ 15.5´´ 127 

W10 N7° 13´ 58.3´´ E3° 26´ 12.7´´ 144 
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Table 2: The water level values of wells as measured with the aid of an Electronic Water Level Indicator 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
Fig. 1: Relative Positions of the Ten Wells with the Longitude and Latitude 

 

 
Fig. 2: Contour Map of Water Level Showing Flow Direction 

 

 

Wells Ground level 

at mean sea 

level(amsl)(m) 

Depth of 

Well (m) 

Average 

Water 

Surface 

Depth (m) 

Water Surface 

level above mean 

sea level(amsl) 

(m) 

Well level 

above mean 

sea level(amsl) 

(m) 

W1          150  10.87 8.81 141.19 139.13 

W2          148   10.35 6.85 141.15 137.65 
W3          144  9.92 6.16 137.84 134.08 

W4          136  4.94 2.27 133.73 131.06 

W5          122  6.13 3.86 119.73 115.87 

W6          126 2.67 1.40 124.6 123.33 

W7          125  2.02 .88 124.12 122.98 

W8          126  3.41 1.65 124.35 122.59 

W9          127  6.70 3.09 123.91 120.3 

W10          144  11.15 8.26 135.74 132.85 
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Table 3:  Summary of various trend line equations for Ground Level (amsl) and Water Surface Level (amsl) 
Equations Equation 

Number 

Type of Equation Coefficient of 

Determination R
2
 

587.307422.0  xy  
1 Linear 0.9785 

7695.00023.3 xy   
2 Power 0.9791 

xey 0057.0769.60  
3 Exponential 0.9759 

31363)(79.100  xLny  
4 Logarithmic 0.981 

17.141283.30093.0 2  xxy  
5 2

nd
 degree polynomial 0.9834 

 

Table 4:  Summary of various trend line equations for Ground Level (amsl) and Well Level (amsl) 
Equations Equation 

Number 

Type of Equation Coefficient of Determination R
2
 

331.31717.0  xy  
6 Linear 0.9402 

7599.00828.3 xy   
7 Power 0.946 

xey 0056.0112.60  
8 Exponential 0.9425 

25.349)(376.97  xLny  
9 Logarithmic 0.9519 

75.138233.30093.0 2  xxy  
10 2

nd
 degree polynomial 0.9542 

 
Table 5:  Summary of various trend line equations for Depth of Well and Depth of Water Surface 

Equations Equation 

Number 

Type of Equation Coefficient of 

Determination R
2
 

2155.18126.0  xy  
11 Linear 0.947 

2778.13492.0 xy   
12 Power 0.9727 

xey 2239.07244.0  
13 Exponential 0.968 

4075.3)(379.4  xLny  
14 Logarithmic 0.8485 

877.00043.00602.0 2  xxy  
15 2

nd
 degree polynomial 0.9728 
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Abstract: -  Purpose To evaluate the diagnostic accuracy of retinal nerve fibre layer thickness (RNFLT), 

ganglion cell complex (GCC), and optic disc measurements made with the RTVue-100 Fourier-domain optical 

coherence tomography (OCT) to detect glaucoma in an Indian population. 

Methods One randomly selected eye of 532 Indian patients (132 healthy, 112 ocular hypertensive, 134 
preperimetric glaucoma, and 154 perimetric glaucoma eyes) was evaluated. 

Results Using the software-provided classification,  the total population sensitivity for GCC was 82.7% , 

RNFLT parameters did not exceed 73.6% and for the optic nerve head 62.8. Specificity was high (92.6–100%) 

for most RNFLT and GCC parameters, but low (74.0–76.4%) for the optic disc parameters. Positive predictive 

value (PPV) varied between 96.1 and 100% for the main RNFLT parameters, 94.6 and 100% for the 16 RNFLT 

sectors, 96.4 and 99.0% for the GCC parameters, but did not exceed 86.3% for any of the optic disc parameters. 

Positive likelihood ratio (PLR) was higher than 10 for average, inferior and superior RNFLT (28.5 to infinite), 

12 of the 16 RNFLT sectors (14.6 to infinite), and three of the four GCC parameters (40.0 to 48.6). No optic 

disc parameter had a PLR higher than 2.0. 

Conclusion RNFLT and GCC parameters of the RTVue-100 Fourier-domain OCT showed high specificity, 

positive predictive value and PLR for detection of glaucoma as compared to the optic disc parameters. 

 

Keywords: - Retinal nerve fibre layer thickness; Ganglion cell complex; Optic disc; Fourier-domain optical 

coherence tomography; Glaucoma 

 

I. INTRODUCTION 
 Studies have consistently shown that both peripapillary retinal nerve fiber layer thickness (RNFLT) and 

macular volume are lower in glaucomatous eyes [1-5]. RGC bodies residing in the inner nuclear layer are known 

to be ten to twenty-fold thicker than their axons [1,6]. It can be speculated that improvement in the resolution of 

imaging technologies may increase segmentation in the macula, which can be useful for detection of glaucoma 

at earlier stages.  

 The RTVue-100 OCT (Optovue Inc., Fremont, CA, USA) is one of the new commercially available 

Fourier-domain OCT instruments [7-14] . Its axial resolution is approximately 5 μm and the scan speed is 26 000 

A-scans per second. Thus the speed is 65 times higher than that of the Stratus OCT system, and the resolution is 
about twice as good as such time-domain OCT instruments. The RTVue optic nerve head map (ONH map) scan 

was developed for peripapillary retinal nerve fibre layer thickness (RNFLT) and two-dimension ONH 

measurements to detect glaucoma. As reduction of macular thickness, especially of the inner retinal layers, is an 

important OCT finding associated with glaucoma [15] the ganglion cell complex (GCC) scan of the RTVue 

system, which comprises tissue layers (the retinal nerve fibre layer, the retinal ganglion cell layer and the inner-

plexiform layer) that are directly influenced by glaucomatous ganglion cell loss, may also have clinical 

importance. The instrument's software contains a normative database sufficient for statistical comparison for the 

different RNFLT, ONH and GCC parameters [16].  

 In this study, we investigated the diagnostic accuracy of the different RNFLT, GCC and ONH 

parameters of the RTVue-100 Fourier-domain OCT using the software-provided classifications for detection of 

glaucoma on 532 patients over a period of 18 months. 
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II. MATERIALS AND METHODS 
 One randomly selected eye of each 532 Indian individuals underwent RNFLT, GCC, and ONH 

measurements made with the RTVue-100 Fourier-domain OCT between 1 January 2012 and 30th June2013, 

was enrolled in the study. For inclusion, all participants had to have, in the study eye, sufficient central vision 

for optimal fixation, image quality sufficient for optimal evaluation, no macular pathology except for a small 

number of hard drusen, on stereoscopic evaluation. All patients underwent the same diagnostic protocol, which 
comprised a detailed slit-lamp evaluation, stereoscopic ONH photography and evaluation by a glaucoma 

specialist , stereoscopic evaluation of the macula, repeated White on white automated perimetry with the 

Humphrey Visual Field Analyser 750  24-2 Sita Standard visual field testing, and daytime intraocular pressure 

phasing made with Goldman applanation tonometry within 1 month from the RTVue-100 OCT imaging. The 

final clinical classification based on the results of these tests was made a Senior Consultant at the Glaucoma 

Service . Any image with a Signal Strength Index (SSI) of lower than 40 was discarded. The patient population 

comprised of 132 healthy subjects with no ONH damage, reliable and reproducible normal visual field tests with 

normal mean defect (MD), that is, MD less than 2 dB, and intraocular pressure consistently below 21 mm Hg, 

based on daytime phasing (five measurements between 0008 and 1600 hours); 112 ocular hypertensive subjects 

with normal ONH, visual field with MD less than 2 dB and untreated intraocular pressure consistently above 

21 mm Hg; 134 preperimetric glaucoma patients characterized with definite glaucomatous neuroretinal rim loss 
(diffuse or localised neuroretinal rim thinning) and reliable and reproducible normal visual field with MD less 

than 2 dB; and 154 perimetric glaucoma patients characterized with glaucomatous neuroretinal rim loss and 

reliable and reproducible visual field defect typical for glaucoma (inferior and/or superior paracentral or arcuate 

scotomas, nasal step, hemifield defect or generalised depression with MD higher than 2 dB). Severity of 

glaucomatous visual field damage was classified according to the modified Bascom Palmer staging system [17]. 

The demographics of the participants are shown in Table I. 

 

Table I : Demographic characteristics of the participants and eyes analysed in the study 

Total number of eyes (n) 532 (100%) 

Male/Female (n/n) 236/296 

Best-corrected visual acuity (mean±SD) 0.9±0.2 

Refractive error (D) (mean±SD, range) −0.7±2.9 (−14.00+8.00) 

Prevalence of healthy eyes 132/532 (24.8%) 

Prevalence of OHT eyes 112/532(21.0%) 

Prevalence of glaucoma eyes 288/532 (54.1%) 

Preperimetric  114/288 (39.5%) 

Perimetric  174/288 (60.4%) 

    

Type of glaucoma   

Primary open-angle glaucoma  146/288 (51.2%) 

Juvenile open-angle glaucoma  6/288 (2.0%) 

Normal-pressure glaucoma  8/288 (2.7%) 

Chronic angle closure glaucoma  4/288 (1.3%) 

Pseudoexfoliative glaucoma  2/288 (0.69%) 

Pigment glaucoma  4/288 (1.3%) 

Other secondary glaucomas  4/288 (1.3%) 

  

    

Mean defect (dB) (mean±SD)   

- Healthy eyes  0.4±1.4 
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- OHT eyes  −0.1±1.3 

- Preperimetric glaucoma eyes  0.1±1.6 

- Perimetric glaucoma eyes  7.8±6.9 

    

Distribution of disease severity in the perimetric glaucoma group
 a 

Stage 1  31/288 (10.76%) 

Stage 2  94/288 (32.6%) 

Stage 3  81/288 (28.1%) 

Stage 4  74/288 (25.6%) 

Stage 5  8/288 (2.7%) 

    

Age (years) (mean±SD)   

Healthy eyes  55.9±14.9 

OHT eyes  50.5±14.5 

Preperimetric glaucoma eyes  54.6±12.8 

Perimetric glaucoma eyes  55.2±14.4 

Untreated maximal IOP of the OHT eyes (mm Hg) (mean±SD) 27.1±7.9 

 

III. FOURIER DOMAIN OCT 
 OCT was performed through undilated pupil with the RTVue-100 Fourier-domain OCT instrument 

(Optovue Inc.) with software version 4.0. Macular Inner retinal Layer (MIRL) thickness using the GCC scan 

protocol and RNFL thickness employing two scanning modes, NHM4 and RNFL 3.45, were measured. The 

GCC scan covered a 7 × 7-mm scan area centered on the fovea. RNFL thickness was determined by both NHM4 

(RNFL1) and RNFL 3.45 modes (RNFL2). 

 The normative database for diagnostic classification consists of 1800 healthy eyes of Indian ethnicity 

subjects, with ages ranging between 18 and 80 years. RNFLT values are found to correlate significantly with 

age of subject, ethnicity and with optic disc size, and adjustments for these effects (using multiple linear 

regression equations) are implemented in the software to improve classification results. For RNFLT, GCC and 

ONH measurements the standard glaucoma protocol was used [8]. This includes a 3D optic disc scan for the 

definition of the disc margin on the basis of the computer-assisted determination of retinal pigment epithelium 

endpoints, an ONH scan to measure the optic disc parameters and RNFLT within an area of diameter 4 mm, 
centred on the pre-defined disc, and the standard GCC scan. Each ONH scan consists of 12 radial lines and six 

concentric rings, which are used to create an RNFLT map. The measuring circle (920 points) is derived from 

this map after the sample circle is adjusted to be centred on the optic disc. The measured RNFLT is 

automatically compared with the normative database for the total circle, the superior and inferior sectors, and 

each of the sixteen 22.5°-sized sectors of the measuring circle. In this investigation the following software-

provided parameters were evaluated: (1) average RNFLT for the total 360° around the ONH; (2) superior 

quadrant RNFLT; (3) inferior quadrant RNFLT; (4) all 16 separate RNFLT sectors (abbreviations: TU; temporal 

upper, ST; supero-temporal, SN; supero-nasal, NU; nasal upper, NL; nasal lower, IN; infero-nasal, IT; infero-

temporal, and TL; temporal lower), (5) superior GCC (thickness of all macular layers between the internal 

limiting membrane and the inner plexiform layer, in the area above the horizontal meridian); and (6) inferior 

GCC (thickness of all macular layers between the internal limiting membrane and the inner plexiform layer, in 
the area below the horizontal meridian); (7) average GCC; (8) GCC focal loss volume (FLV; the total sum of 

statistically significant GCC volume loss divided by the GCC map area, in percent); (9) cup area; (10) cup/disc 

area ratio; and (11) rim area. For these software calculated parameters an instrument provided classification is 

indicated in a colour coded manner: sectors with ‘within normal limits' classification (ie sectors for which the 

probability of there being no glaucomatous damage 5%) are printed in green, sectors with ‘borderline' 

classification (P<5 but 1%) in yellow and sectors with ‘outside normal limits' classification (P<1%) in red. In 

the current investigation both the retinal pigment epithelium endpoints and the ONH contour line were 

determined by the same trained examiner .To be included in the analysis, images had to have a signal strength 

index >40.  Overt misalignment of the surface detection algorithm on at least 10% of consecutive A-scans or 

15% of cumulative A-scans or with overt decentration of the measurement circle location (assessed 
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subjectively) were excluded from further analysis. Pharmacologic dilation was performed if the pupil was 

smaller than 3.0 mm. All images were acquired by a single well-trained operator who was masked to the 

diagnosis and other clinical findings, including location and severity of VF defect during the same patient visit. 

These  RTVue-100 OCT examinations were not used for the clinical classification of the patients. 

The SPSS 15.0 program package was used for statistical analysis (SPSS Inc., Chicago, IL, USA). ANOVA to 

compare age and the measured parameter values between the patient groups. Sensitivity, specificity, positive 

predictive value, negative predictive value, positive likelihood ratio (PLR) and negative likelihood ratio of the 

software provided classification results were determined. P-values of <0.05 were considered as statistically 

significant. 

 

IV. RESULTS 
 There was no statistically significant age difference between the patients of the various groups. All 

images met the pre-defined signal strength criterion and were analysed. Comparison of the different RNFLT, 

GCC and ONH values between the patient groups is shown in Table II A, B and C . 

 

Tables II A:  Comparison of the different Ganglionic Cell Complex (GCC) parameters between the patient 

groups. 

 
 
Tables II B:  Comparison of the different retinal nerve fibre layer thickness (RNFLT) values between the patient 

groups. 
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Abbreviations: FLV, focal loss volume; OHT – Ocular Hypertension 

b: ANOVA<0.01 for all parameters 

RNFLT, GCC and ONH parameters differed significantly between the groups, showing decreasing RNFLT, 
GCC thickness and rim area values, and increasing cup area and cup/disc area ratio with increasing disease 

severity categories. 

Diagnostic performance  is shown in Table III for each disease category and parameter, respectively. When 

borderline and outside normal limits classifications were grouped together (both considered abnormal), 

specificity was high (94.6–100%) for most RNFLT and GCC parameters, and low (72.0–76.3%) for the ONH 

parameters, in all analyses. For detection of perimetric glaucoma, GCC FLV showed the best sensitivity 

(92.8%).  

 

Table III : Sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), positive 

likelihood ratio (PLR) and negative likelihood ratio (NLR) of the software provided classification for detection 

of glaucoma in the total study population (n=532), for each parameter, respectively. 
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V. DISCUSSION 
 Evaluation of the diagnostic accuracy of the different protocols available in current Imaging devices is 

of clinical importance. In such investigations, for the best performing RNFLT and GCC parameters of the 

RTVue-100 OCT, the area under the receiver operating characteristic curve varied between 0.900 and 0.981 
[18,19].  Other authors using other Fourier-domain OCT systems reported on similar values [4, 19]. These results 

suggest that under pre-defined circumstances the diagnostic accuracy of Fourier-domain OCT technology is 

higher than that of time-domain OCT technology [4,18,19]. The significance of this approach is that disease 
severity may have an influence on the diagnostic capability of the Fourier-domain OCT instruments [20],  thus it 

needs to be considered in the evaluation. To evaluate the diagnostic capability of the instrument we used the 

software-provided classification, which is based on comparison between the measured values and the integrated 

normative database. As the RTVue-100 OCT has an age and disc size adjusted separate database for Indians, 

which was used by us for our patients, the age-related RNFLT and GCC difference between our healthy control 

and ocular hypertensive subjects and the perimetric glaucoma patients was corrected for.  

 As shown in Table II A,B and C, in the ocular hypertensive group, the difference from the healthy 

group was significant only for two parameters. In contrast, for all other groups several parameters showed 

significant damage compared with the healthy eyes, and the measured values showed more damage for the more 

severe disease categories, respectively. 

 Specificity was consistently high (94.6–100%); sensitivity was poor for detection of ocular 
hypertension and preperimetric glaucoma, and moderate to good (up to 82.8%) for detection of perimetric 

glaucoma. For our total unselected study population, most RNFLT and GCC measurements had high specificity 

and positive predictive value (92.4–100%), and clinically useful PLR (>10 to infinite). No such favourable 

findings were obtained for the ONH parameters (cup area, cup/disc area ratio and rim area), which suggests that 

the Fourier-domain technology did not overcome the problems of ONH classification with the time-domain 

OCT technology [8,9,10]. 

 Our results mean that in routine clinical practice a borderline or outside normal limits classification 

given for the main RNFLT parameters, RNFLT sectors or GCC parameters by the instrument's software, 

strongly suggests that the eye has lost retinal nerve fibres and macular ganglion cells. In contrast, because of the 

relatively low sensitivity and weak negative likelihood ratio, a within normal limits classification cannot exclude 

glaucoma.In conclusion, in our study population comprising healthy, ocular hypertensive, preperimetric and 
perimetric glaucoma patients for detection or exclusion of glaucoma, the RTVue-100 Fourier-domain OCT and 

its Indian normative database were found to be highly specific to detect glaucoma. Average GCC had high 

sensitiviy, but RNFLT parameters had highest sensitivity.   
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Abstract: - New fast form analytic expressions to determine the impedance elements of the desegmentation 

matrix have been obtained. These results, using the Green's function approach, enable an accurate 

determination of the dimensions of the slot at the centre of a corner fed square patch antenna to produce 

circular polarisation. 

                                                           INTRODUCTION 
 The desegmentation technique [1] applied to the antenna with a slot (Fig. 1) is outlined in [2], 
Perturbation analysis, together with the determination of the initial estimates of the overall patch dimensions, is 

given in [3], In this Letter new fast form expressions have been obtained to determine the impedance elements 

of the desegmentation matrix. These expressions, used in the desegmentation technique together with the 

procedure reported in [3], enable the geometric design to be fully and accurately determined. 

 
 

I. ANALYSIS 
 The submatrix elements Zpp, Zpq, Zqp and Zqq of the Zmatrix, for both lower and higher excitations, are 

determined bythe procedure described in [2], and evaluated with the aid of thenew closed form expressions 

given below. In these expressions thevalues of zp, zq, z> and z< are assigned according to the given selec-tion 

rules, eqn. 1 has been reported in [3]. 
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where h = substrate thickness, k = effective wave number, sine(x) = sin(x)/x. 

 

The closed form of the above equations is obtained by removing the summation in the Green's function using 

the formula in[4].The centre co-ordinates zp and zq of the desegmentation ports, widths wp, wq, take the values xp, 

xq, yp or yq according to the port orientation. 

 

II. THEORETICAL AND PRACTICAL RESULTS 
 The area of the patch S and the area of the slot (perturbation element, As) of dimension L x c, were first 

estimated by following the procedure described in [3], The submatrixelements zp = xp, zq - xq, and, for the higher 

modes zp = yp, zq = yq. In eqn. 4, z, = max(zp, zq) and z< = min(zp, zq). The desegmentation technique is then 

applied to determine the modal impedances. 

 

 
Fig. 2 Theoretical magnitude of modal impedances 

 mag. of higher mode 

 mag. of lower mode 
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Fig. 3 Theoretical phase of modal impedances 

--------------phase of higher mode 
--------------phase of lower mode 

 
Fig. 4 Theoretical and practical input impedance 

Re(Zin), practical 

Im(Zin), practical 

-~~~ Re(Zin), theory 

~~~~ Im(Zin), theory 

 

III. THEORETICAL AND PRACTICAL RESULTS 
 The area of the patch S and thearea of the slot (perturbation element, A$ of dimension L x c,were first 

estimated by following the procedure described in [3].The submatrix elements of the Z matrix used in the 

desegmentation technique were evaluated using eqns. 1 ~ 4 for the lower and higher modes. Graphs of the 

magnitude and phase of the modalimpedances against the frequency were then plotted. The outward extensions 

of the patch caused by the flinging fields are includedin the model, but the fringing fields in the slot are not 

taken into account. By altering the dimensions of the patch and slot the magnitudeand phase modal responses 

were adjusted to satisfy the necessary conditions for circular polarisation, i.e. the equal magnitude and phase 

quadrature requirement. At the design frequency of2.45GHz, the optimised dimensions were a = 37.9mm, L = 

8.5mmand c = 2.5mm . The theoretical values of the magnitude and the phase of the modal impedances against 
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frequency are shown inFigs. 2 and 3, respectively. In the desegmentation procedure,excellent convergence was 

obtained using 20 interconnection ports.The computed values of the impedances caused by the orthogonal 
higher and lower modes are obtained and combined. In Fig. 4 the graphs of the real and imaginary parts of the 

combined impedance  values are compared with graphs of measured values, and are in good agreement. 

 

IV. CONCLUSION 
 New fast form analytic expressions for the detenninationof the submatrices Zpq,Z <,na nd Zqqb, ased 

on the Green’sfunction approach, have been obtained. These sub matrices were then used in the deseg mentation 

technique to determine the modal impedances of a square patch antenna with a slot. The optim umdimension of 

the antenna was then found by adjusting these responses in order to satisfy the two conditions for circular 

polarization .The theoretical and practical results are in very good aggreement.This procedure can be used to 
optimise the dimensions of any corner fed patch antenna with rectangular perturbation segments designed to 

produce circular polarisation. This type of antenna can be used as a microwave tag in a moving vehicle for a 

variety of traffic applications. 
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Abstract: - Rainfall-runoff processes in small Delibajak basin(16.3 km2) in kohgilouye and boyerahmad , iran 

was examined.At first, In this study, Delibajak basin was considered as Lumped and then basin divided into a 

number of sub- basins where the hydrologic parameters may vary from one sub-basin to another. In such case, 

lumped models may be labeled as "semi-distributed." The hydrologic model HEC-HMS (Hydrologic 

Engineering Center, Hydrologic Modeling System), used in combination with the Geospatial Hydrologic 

Modeling Extension, HEC-GeoHMS. The SCS curve number method (Soil conservation Service, 1972) was 

considered for the Rainfall-runoff  modelling and in both cases The model was carefully calibrated and verified 

in basin using historical observed data. The determination coefficients and coefficients of agreement for all the 
flood events were above 0.9, and the percent errors in peak flow and volume were all within the acceptable 

range. Then,a local sensitivity analysis was adopted for evaluating the event model. There are three 

parameters(curve number,initial abstraction and lag time) of the event model that were subject to the sensitivity 

analysis.In the Delibajak basin. In both lumped and distributed model,The highest differences between the 

generated peak hydrographs and the baseline peak hydrograph was caused by initial abstraction,Ia. The results 

indicated that Semi-distributed model captured the peak runoff discharges and total runoff volume better than 

Lumped model. However, overall, the performance of both models was quite reasonable. 

  

Keywords: - Semi-distributed model, Delibajak basin, HEC-HMS, Sensitivity analysis, Rainfall-runoff 

modelling, HEC-GeoHMS,SCS , kohgilouye and boyerahmad. 

 

INTRODUCTIOEN 
 Currently available watershed models range from simple conceptual lumped models to comprehensive 

physically based distributed models. Conceptual lumped models use an integrated description of parameters 

representing an average value over the entire basin. A watershed can be divided into a number of sub- basins 

where the hydrologic parameters may vary from one sub-basin to another. In such case, lumped models may be 

labeled as "semi-distributed." They remain non-physically based, however, as they use synthetic methods of 

transforming rainfall to runoff.  This study used the HEC-HMS Version 3.2. The HEC model is designed to 

simulate the surface runoff response of a basin to precipitation by representing the basin with interconnected 

hydrologic and hydraulic components. It is primarily applicable to flood simulations. In HEC-HMS, the basin 

model comprises three vital processes; the loss, the transform and the base flow. Each element in the model 

performs different functions of the precipitation-runoff process within a portion of the basin or basin known as a 

sub-basin. An element may depict a surface runoff, a stream channel, or a reservoir. Each of the elements is 

assigned a variable which defines the particular attribute of the element and mathematical relations that describe 
its physical processes. The result of the modeling process is the computation of stream flow hydrographs at the 

basin outlet. The design, construction and operation of many hydraulic projects require an adequate knowledge 

of the variation of the basin’s runoff, and for most of these problems it would be ideal to know the exact 

magnitude and the actual time of occurrence of all stream flow events during the construction period and 

economic life of the project. If this information was available at the project planning and design stages, it would 

be possible to select from amongst all alternatives a design, construction program, and operational procedure 
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that would produce a project output with an optimized objective function. Unfortunately, such ideal and precise 

information is never available because it is impossible to have advance knowledge of the project hydrology for 

water resources development projects; it is necessary to develop plans, designs, and management techniques 

using a hypothetical set of future hydrologic conditions. It is the determination of these future hydrologic 

conditions that has long occupied the attention of engineering hydrologists who have attempted to identify 

acceptable simplifications of complex hydrologic phenomena and to develop adequate models for the prediction 

of the responses of basins to various natural and anthropogenic hydrologic and hydraulic phenomena. In view of 

these, a number of hydrologic models have been developed for flood forecasting and the study of rainfall-runoff 

processes (Yusop and Chan, 2007; Yener and orman,2008; Li and Jia, 2008; Stisen and Jensen,2008; Khakbaz 
and et al,2009; Salerno and Tartari, 2009; Amir and Emad,2010; Jang and Kim, 2010; James and Zhi,2010;).In 

recent times, GIS (geographic information systems) has become an integral part of hydrologic studies because 

of the spatial character of the parameters and precipitation controlling hydrologic processes. GIS plays a major 

role in distributed hydrologic model parameterization. This is to overcome gross simplifications made through 

representation by lumping of parameters at the river basin scale. The extraction of hydrologic information, such 

as flow direction, flow accumulation, watershed boundaries and stream networks, from a DEM (digital elevation 

model) is accomplished through GIS applications(Asadi and porhemat,2012). This study combined GIS with 

HEC-HMS, and analyzed the model’s suitability for the studied basins.  The Delibajak basin  are selected as the 

study areas in this research and basin parameters(curve number and  initial abstraction) were calibrated using the 

rainfall-runoff data of the basin that are collected by 2 rainfall and one runoff stations for 2008-2011 period.  

The present study has two main objectives: (1) calibration ,verification and sensivity analysis of the HEC-HMS 
hydrologic model in Delibajak basin, in both cases, lumped and distributed, and (2) Model Performance 

Evaluation by statistical measures. 

 

MATERIALS AND METHODS 
The Study Area 

 The Delibajak basin are located in the west of Yasooj City,kohgilouye and boyerahmad Province in 

Southwest iran. The basin is in between 30º 29′ - 30º 32′ northern latitudes and 51º 26′ - 51º 31′ eastern 

longitudes. This basin is one of the subbasins of Delibajak river.  Delibajak basin has a total basin area of 16.3 

km2 with an elevation ranging from 2100 near the outlet to 2750m at the basin divide with an average channel 
slope of 0.07.Average annual precipitation is about 1020  mm of which over 90% occurs between November to 

April in the form of frontal rainfall induced flood. It has a humid and cold climate, an average annual 

temperature of about 11 𝑐 . (Fig 1.) 

    

Data used 

 In the Delibajak basin ,streamflow and precipitation have been monitored since 2008 by the gricultural 

research center. Precipitation data was collected by two raingauges located in the middle and upper parts of the 

basin. Stream flow data were collected at the outlet of the basin (Delibajak hydrometric station) at one hour 

interval. meteorological data were acquired from the local climatological station. All the hydrologic model 

simulations are performed on an hourly time step basis. 

                          

Software used 

Hec-GeoHMS 5.0 

 It is a geospatial hydrology toolkit for engineers with limited GIS experience. It is an extension 

package used in ArcMap software. In this study, Hec-GeoHMS is used to derive river network of the basins and 

to delineate subbasins of the basins from the digital elevation model (DEM) of the basins. In the subbasins 

delineation process streamflow gages Delibajak is used for Delibajak basin.  

 

HEC-HMS 3.2 

 It is a hydrologic modeling software developed by US Army Corps of Engineers Hydrologic 

Engineering Center. It includes many of the well-known and well applicable hydrologic methods to be used to 

simulate rainfall-runoff processes in river basins.   

 

MODEL APPLICATION AND CALIBRATION 
 In this study, 3 flood events that occurred during the three-year period of 2009-2011 in the Delibajak 

Basin  was used for model testing. HMS uses a project name as an identifier for a hydrologic model. An HMS 

project must have the following components before it can be run: a basin model, a meteorological model, and 

control specifications. The basin model and basin features were created in the form of a background map file 

imported to HMS from the data derived through HEC-GeoHMS for model simulation (Fig. 2 and Fig. 3). The 

observed precipitation and discharge data were used to create the meteorological model using the user gauge 
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weighting method and, subsequently, the control specification model was created. The control specifications 

determine the time pattern for the simulation; its features are: a starting date and time, an ending date and time, 

and a computation time step. To run the system, the basin model, the meteorological model, and the control 

specifications were combined. The observed historical data of  two raingauge stations representing each sub-

basin and one stream gauge station in the Delibajak Basin, were used for model calibration and verification. An 

hourly time step was used for the simulation based on the time interval of the available observed data. 

The SCS curve number method was employed to model infiltration loss. The SCS (Soil Conservation Service) 

unit hydrograph method was used to model the transformation of precipitation excess into direct surface runoff. 

The constant monthly method was employed to model baseflow. The Muskingum routing model was used to 
model the reaches. 

 Each method in HEC-HMS has parameters and the values of these parameters should be entered as 

input to the model to obtain the simulated runoff hydrographs.Some of the parameters may be estimated by 

observation and measurements of stream and basin characteristics, but some of them cannot be estimated. When 

the required parameters cannot be estimated accurately, the model parameters are calibrated, i.e. in the presence 

of rainfall and runoff data the optimum parameters are found as a result of a systematic search process that yield 

the best fit between the observed runoff and the computed runoff. This systematic search process is called as 

optimization. Optimization begins from initial parameter estimates and adjusts them so that the simulated results 

match the observed streamflow as closely as possible.  

 The trial and error method, in which the hydrologist makes a subjective adjustment of parameter values 

in between simulations in order to arrive at the minimum values of parameters that give the best fit between the 
observed and simulated hydrograph, was employed to calibrate the model. Although the model was calibrated 

manually, the HEC-HMS built-in automatic optimization procedure was used to authenticate the acceptability 

and suitability of the parameter values and their ranges as applicable to their uses in HEC-HMS. The choice of 

the objective function depends upon the need. The SCS Curve Number method, which is used to handle the 

infiltration loss in the subbasins, has three parameters such as: curve number, initial abstraction and percent 

impervious area in the basin. Percent impervious area is taken as “0 %”, since no urban settlements are present 

inside the subbasin. Therefore, the remaining two parameters (curve number, initial abstraction ) of SCS curve 

number method were calibrated. The SCS unit hydrograph method, which is used to model the transformation of 

precipitation excess into direct surface runoff, has lag time parameter. This parameter was calibrated,as well. 

 

MODEL PERFORMANCE EVALUATION METHODS 
 The criteria used to evaluate the performance of the models are the overall agreement between 

predicted and measured runoff discharges, and the models' ability to predict time and magnitude of hydrograph 

peaks, and runoff volume. The following statistical measures were used to quantify the performance accuracy of 

both models during each simulation periods, and combined over all periods:  

 

 

 Percent error in peak flow (PEPF). The PEPF measure only considers the magnitude of computed peak 

flow and does not account for total volume or timing of the peak:  

                                  

𝑃𝐸𝑃𝐹 = 100  
𝑄𝑂 𝑝𝑒𝑎𝑘 − 𝑄𝑆(𝑝𝑒𝑎𝑘)

𝑄𝑄(𝑝𝑒𝑎𝑘)
  

 

 

(1)  

        where 𝑄𝑂(𝑄𝑆) is the the observed (simulated) flow. 

 Percent error in volume (PEV). The PEV function only considers the computed volume and does not 

account for the magnitude or timing of the peak flow: 

 

𝑃𝐸𝑉 = 100  
𝑉𝑂 − 𝑉𝑆

𝑉𝑂

  

 

 

(2) 

 

                                                  

       where 𝑉𝑂 𝑉𝑆 is the volume of the observed (simulated) hydrograph 

 

 Coefficient of correlation (R) . The lag-0 cross correlation coefficient was calculated as: 

𝑅 =
 (𝑂𝑡 − 𝑂 ) × (𝑆𝑡 − 𝑆 )𝑁

𝑡=1

   (𝑂𝑡 − 𝑂 )2 ×  (𝑆𝑡 − 𝑆 )2𝑁
𝑡=1

𝑁
𝑡=1  

 
 

(3) 
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 Where 𝑂𝑡 (𝑆𝑡) is the observed (simulated) flow at time t, and 𝑂  𝑆  is the average observed (simulated) flow 
during  the calibration period. 

 

 The relative root mean squared error, RRMSE, were calculated as: 

𝑅𝑅𝑀𝑆𝐸 = 100 ×  
1

𝑁
 (

𝑆𝑡−𝑂𝑡

𝑂𝑡
)2

𝑁

𝑡=1
 

 

(4) 

where N is the number of streamflow ordinates and the meaning of the remaining symbols is the same as in 

Equation (3). 

 

SENSIVITY ANALYSIS 
 Sensitivity analysis is a method to determine which parameters of the model have the greatest impact 

on the model results. It ranks model parameters based on their contribution to overall error in model predictions. 

Sensitivity analysis can be local and global. In this study, a local sensitivity analysis was adopted for evaluating 

the event model. There are three parameters(curve number, initial abstraction and Lag Time) of the event model 

that were subject to the sensitivity analysis. The final set of the parameters of the calibrated model was deemed 

as baseline/nominal parameter set. Then, the model was run repeatedly with the starting baseline value for each 

parameter multiplied, in turn, by 0.7, 0.8, 0.9, 1.1, 1.2 and 1.3, while keeping all other parameters constant at 

their nominal starting values. The hydrographs resulting from the scenarios of adjusted model parameters were 

then compared with the baseline model hydrograph. 
 

RESULTS AND DISCUSSION 
 As described in the introduction, each component of HEC-HMS models an aspect of the precipitation-

runoff process within a portion of the basin, commonly referred to as a sub-basin. Representation of a 

component requires a set of parameters that specify the particular characteristics of the component and 

mathematical relations that describe the physical processes. Tables 1 and 2 show the calibrated parameter values 

in the Lumped and Semi-distributed Delibajak basin,respectively. Apart from the sub-areas, which are fixed, 

parameters were calibrated simultaneously through adjustment of their values until a good agreement between 

the observed and simulated hydrographs was achieved. 
 The calibration and validation graphs of basin, in both cases, are shown below. Figs. 4 through 7 show 

good agreement between observed and simulated graphs. Also, Tables 3 and 4 show observed and simulated 

values for both calibration and validation basin, in both cases. Table 5 show a summary of the models 

performance. It can be seen in the above graphs that the simulated and observed peak discharges occurred on the 

same day, and their maximum time difference was one hour, which is acceptable for flood forecasting.  

Also, Figures 8 and 9 summarize the absolute differences obtained from the -30% scenarios for each parameter 

of the event model. In both cases, The highest differences were generated by the change in initial abstraction  

parameter, Ia.       

 

CONCLUSIONS 
 As shown in the results above, the model predicted peak discharge accurately based on the available 

historical flood data. Both the flood volume and timing were fairly accurate. This shows that HEC-HMS is 

suitable for the studied basin. From the results, we can conclude that the complexity of the model structure does 

not determine its suitability and efficiency. Though the structure of HEC-HMS is simple, it is a powerful tool 

for flood forecasting. A further application of HEC-HMS should be encouraged to confirm its suitability for the 

iran basins. The results indicated that Semi-distributed model captured the peak runoff discharges and total 

runoff volume better than Lumped model. However, overall, the performance of both models was quite 

reasonable.As well, three parameters(curve number,initial abstraction and lag time) of the event model that were 

subject to the sensitivity analysis. In both cases, lumped and semi-distributed basin, The highest differences 

were generated by the change in initial abstraction  parameter, Ia. Also, the optimmized hydrologic parameters, 

curve number and  initial abstraction were compared in both cases. In the lumped case, curve number , initial 
abstraction and Lag Time Were 53 , 49mm, and 92 min, respectively. In the semi-distributed case, curve number 

and  initial abstraction, ranges from 51 to 52, and 47 mm to 51 mm, respectively. This variationes is due to 

differences in basin slope, geologic formations,vegetation cover and land use  in subbasins.  
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Fig 1. Regional map of Iran , location of study basin and  monitoring stations 
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Table 1. values of calibrated parameters in Lumped Delibajak Basin 

Sub-basin Area(km2) Curve Number 

(CN) 

Initial Abstraction 

(mm) 

SCS Lag 

(min) 

Delibajak 16.3 53 49 92 

 

 

Table 2. values of calibrated parameters in Semi-Distributed Delibajak Basin 

Sub-basin Area(km2) 
Curve 

Number 

(CN) 

Initial 

Abstraction 

(mm) 

SCS Lag 

(min) 

Muskingum coefficient 

X K(hr) 

W840 4.3 51.1 47.2 42.2 - - 

W730 4.4 51.7 50.5 84.3 .2 .28 

W1290 4.3 52.5 48.6 49.9 .2 .25 

W1170 3.3 51.5 47.1 78.1 .2 .39 
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Abstract: - Conveying secret information and establishing hidden relationship has been a great interest since 

long time ago.  Therefore, there are a lot of methods that have been widely used since long past.  This paper 

reviewed one of the methods for establishing hidden communication in information security and has gained 

attraction in recent years that is Steganography.  Steganography is the art and science of hiding a secret message 
in a cover media such as image, text, signals or sound in such a way that no one, except the intended recipient 

knows the existence of the data.  In this paper, the research and development of steganography from three years 

back starting from 2010 until recently, 2013 in Muslim world are reviewed.  The future research in the field of 

Steganography is briefly discussed. 

 

Keywords: - Cover Image, Stego Image, Cryptography, Steganography, Information Hiding, Information 

Security, Muslim World 

 

a. INTRODUCTION 
In today‟s information technology era, the internet has played a vital part in the communication and 

information sharing.  Due to the rapid development in Information Technology and Communication and the 

Internet, the security of the data and the information has raise concerned.  Every day, confidential data has been 

compromised and unauthorized access of data has crossed the limits.  Great measures should be taken to protect 
the data and information [1,2].  Steganography combined with encryption will be a powerful and efficient tool 

that provides high level of security [3]. 

A review on steganography research and development throughout the year will be discussed in part 2 of this 

paper.  The review will be focusing on Muslim world and narrowing it down to Middle East countries. The 

review includes past, current and future research on steganography and the possible future research on the latest 

algorithm and technologies in steganography. 

 

II. MUSLIM WORLD TERMINOLOGIES 
The term Muslim World is also known as the Ummah and Islamosphere [4].  There are different 

meanings referring to the term.  In a religious sense, the Islamic Ummah is referring to those who follow the 

teachings of Islam referring to as a Muslim.  In a cultural sense, the Muslim Ummah is referring to the Islamic 

civilization, this inclusive of non-Muslims living in the civilization.  In a modern geopolitical sense, the term 

Muslim World is referring to collectively to Muslim-majority countries.  As of 2010, over 1.6 billion or about or 

about 23.4% of the world population is Muslims [5].  62% of Muslims live in Asia-Pacific [6], 20% in the 

Middle East-North Africa [7], 15% in Sub-Saharan African [8], around 3% in Europe [9] and only 0.3% in the 

Americas [10][11][12][13].  This paper focuses on steganography research and development in Muslim World 

narrowing it down to Middle East countries.  The majority of the population in Middle East countries are 

Muslim [14]. 
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III. STEGANOGRAPHY HISTORY 
The word Steganography comes from the Greek origin that means “concealed (covered) writing”.  The 

word „steganos‟ means “covered or protected” and „graphie‟ means “writing” [15].  Steganography thus not 

only emphasize on the art of hiding information but also the art and science of hiding the communication that 

take place [16].   First applications of Steganography were documented by Herodotus, a Greek historian.  

Steganography can be traced back to ancient Greek centuries when the message is tattooed on the messengers 

shaved heads.  The hair then grows to hide the message.  Their head will be shaved when they reach the 
recipient of the message [17,18,19].Another steganography method that was used during those days is tablet 

wax.  In order to hide the message, the tablet was erased by wax and text was etched on and then again covered 

it by wax and appeared blank upon inspections [18,20]. 

 During the century, the methods of using invisible inks were extremely popular [18].  During the 

World War II where people used ink for writing hidden messages, this was true [17].  The mixture will turn 

darker and the written message becomes visible upon heating.  After some time, the Germans introduced the 

microdot technique where microdots are considered as photographs as small as a printed period, but with a clear 

format of a typewritten page [17, 21]. They were included in a letter or an envelope, and because of their tiny 

sizes, they could be indiscernible. Microdots were also hidden in body parts including nostrils, ears, or under 

fingernails [18].The military and several governmental agencies are looking into steganography for their own 

secrettransmissions of information. They are also desirous of discerning secret information communicated by 

criminals, terrorists, and other aggressive forces.  Following investigations into the Al‑ Qaeda attack, 

steganography was suspected to be made use of in their attack of the World Trade Centre [22]. 

 

 

3.1 STEGANOGRAPHY FEATURES AND APPLICATIONS 

Steganography can be used in a lot of useful applications.  For example copyright control of 

materials, to enhance the robustness of an image search engines and smart identity cards where the details of 

individuals are embedded in their photographs.  Other applications include video-audio synchronization, TV 

broadcasting, TCP/IP packets where a unique ID is embedded in an image to analyse the network traffic of 

particular users [20].  Medical Imaging Systems is one of the modern applications that use Steganography where 

a separation is recommended between patients‟ image data or DNA sequences and their captions for security or 
confidentiality reasons.  Thus, embedding the patient‟s information in the image could be a security measure to 

help solving security issues [23].Digital technologies have swept the confidence in the integrity of visual 

imagery [24]; a matter that motivated researchers to conduct research on digital document forensics. In 2009, 

Cheddad and his colleagues propose a steganographic scheme which protects scanned documents from forgery 

using self-embedding techniques. It also allows legal or forensics experts to access the original document 

though it is manipulated [25]. 

 

3.2 THE DIFFERENCE BETWEEN CRYPTOGRAPHY AND STEGANOGRAPHY 

Users on the internet have to send, share or receive confidential data most of the time [26].  With the 

increasing number of users and the increasing number of unauthorized access of confidential data, information 

security played an important role.  Therefore, the main issue now is to mitigate and to lessen the impact of the 
chances of the information being detected during transmission.  Cryptography deals message encryption but the 

communication is easily aroused suspicious but on the other hand, steganography deals with secret message 

hiding but the communication is invisible.  This is the major differences between cryptography and 

steganography.  

 It is often thought that by encrypting the traffic, the communications will be secured but this has not 

been adequate in real live situation [27].  In cryptography method, people become aware of the existence of 

information by observing coded information, although they are unable to comprehend the information.  

Steganography hides the existence of the message so that intruders can‟t detect the communication and thus 

provides a higher level of security than cryptography.  Both steganographic and cryptographic systems provide 

secret communications but different in terms of system breaking.  If the intruder can read the message in 

cryptographic then it is broken but steganographic is considered broken once the intruders detect the existence 

of the secret message [28].  Steganography system is more fragile than cryptography systems in terms of system 
failure. This is because if the communication is detected even without decoding the message, a steganographic 

system is considered a failure [29]. 
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3.3 A REVIEW OF STEGANOGRAPHY RESEARCH AND DEVELOPMENT IN MUSLIM WORLD 

Table 1 : A review of steganography research and development 

No Title Year Countr

y 

Keyword Summary 

1. A modified high 

capacity image 

steganography 

technique based 

on wavelet 

transform [30] 

2010 Iraq 

and 

United 

Kingd

om 

Steganograp

hy, security, 

wavelets, 

cryptograph

y, and 

information 

hiding 

This paper proposed a modified high-capacity 

image steganography technique that uses 

wavelet transform.  The wavelet transform 

must be at acceptable levels of imperceptibility 

and distortion in the cover image. 

2. Arabic/Persian 

text 
steganography 

utilizing similar 

letters with 

different codes 

[31] 

2010 Iran information 

hiding, 
Persian/Arab

ic text, text 

steganograp

hy, Unicode 

This paper proposeda new method in hiding 

information by using Persian (Farsi) and 
Arabic texts. In the Unicode Standard, “Ya” 

and “Kaf” are two different characters having 

the same shape. The two characters used 

different codes at the beginning or in the 

middle of the words.   Thus, the information 

can be hidden in texts using one of these two 

characters.  The method has been used by Java 

Programming Language. 

3. Using contourlet 

transform and 

cover selection 

For secure 
steganography 

[32] 

2010 Iran Contourlet 

transform, 

Steganograp

hy,Steganaly
sis,Cover 

selection, 

Image 

complexity 

This paper proposed a new adaptive contourlet-

based steganography method.  The method 

decomposes the cover image by contourlet 

transform.  The authors also investigate the 
effect of cover selection on steganography 

embedding and steganalysis results.   

4. An arabic text 

steganography 

technique using 

zwj and zwnj 

regular 

expressions [33] 

2011 Jordan Arabic text, 

Unicode, 

cryptograph

y, hiding 

information, 

text 

steganograp

hy 

This paper proposed a text steganography 

technique for Arabic Unicode texts.  Arabic 

Unicode text uses two special characters that 

arethe zero width joiner character (JWZ) to 

join two letters and the zero width non joiner 

character (JWNZ) to prevent two letters from 

joining. The authors use two regular 

expressions to generate a sequence of special 

characters that consists of JWZ and JWNZ 
characters for information hiding.  

5. Steganography 

In Programming 

[34] 

2011 Iran Steganograp

hy, 

Trithemius, 

Methods, 

Microdot 

This paper reviewed different steganography 

methods that are text, photo or sound.  There 

are three methods studied in text steganography 

that are life shift coding, word shift coding and 

feature coding.  In photo steganography the 

authors observed filtering and masking 

methods. While in sound steganography, the 

methods are bit insertion, phase coding, spread 

spectrum coding and echo hiding.  Steganalysis 

or the science of finding hidden information is 

also discussed. 

6. Blind Colour 
Image 

Steganography 

in Spatial 

Domain [35] 

2011 Iraq information 
hiding, 

colour image 

steganograp

hy, spread 

spectrum 

This paper proposed a blind colour image 
steganography method that embeds secret 

message by spraying theme on the blocks in the 

high order bits in colour channel such as blue.  

However it also depends on the constant 

sequence spread spectrum method to survive 

loss compression image like JPG. 
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7. Microdots 

DNA 

Steganography 

[36] 

2011 Iraq Steganograp

hy, DNA, 

DNA 

computing. 

Microdots, 

DNA 

steganograp

hy 

This paper reviewed the use of DNA 

computing in steganography and the 

fundamentals of DNA.  DNA computing in 

steganography has been recognized as a future 

technology that can help in unbreakable 

algorithms. 

The authors then proposed new ideas to 

enhance the established method. 

8. Steganography 

in Digital 

Images: 
Common 

Approaches and 

Tools [37] 

2013 Saudi 

Arabia 

and 
Malays

ia 

Digital 

image 

steganograp
hy, 

Frequency 

domain, 

Spatial 

domain, 

Steganalysis. 

This paper presents common approaches and 

tools that are used in digital image 

steganography.  It is shown mathematically and 
graphically.  The differences between 

steganography, cryptography and 

watermarking technique are discussed.  The 

authors also highlighted the current 

steganography tools and demonstrate how the 

secret information is embedded into image 

through the tools. 

9. Optimal Image 

Steganography 

Content 

Destruction 

Techniques [38] 

2013 Iraq Steganograp

hy, stego-

destruction, 

DCT, LSB, 

Denoising 
and 

Filtering, 

overwriting 

The paper presents two methods for destroying 

steganography content in an image that are the 

overwriting and the denoising method.  The 

overwriting method is a random data that can 

be written again over steganographic images 
while the denoising method uses two kinds of 

destruction techniques that are filtering and 

discrete wavelet techniques.These two methods 

have been simulated and evaluated over two 

types of hiding techniques that are Least 

Significant Bit LSB technique and Discrete 

CosineTransform DCT technique.  

10. Steganography 

in image files: A 

survey [39] 

2013 Iraq 

and 

Malays

ia 

Image files, 

Spatial 

Domain, 

Steganograp

hy, Survey, 

Taxonomy, 
Transform 

Domain 

This paper presents the use of an image file as 

a carrier and the taxonomy of current 

steganographic techniques. 

The authors analysed and discussed 

steganography techniques for their ability in 

information hiding and the robustness to 
different image processing attacks.  They also 

briefly discussed steganalysis which is the 

science of attacking steganography. 

 

Table 1: Illustrates a review of Steganography research and development in the Muslim world from the year 

2010 until 2013.  In 2010, there are three researches being reviewed.   

 

3.3.1 The first research proposed a modified high capacity image steganography technique that uses wavelet 

transform.  The second research proposed a new method in hiding information by using Persian (Farsi) and 

Arabic texts while the third research proposed a new adaptive contourlet-based steganography method.  The 

similarities of all these three researches are they are proposing a new method or technique in the field of 

steganography.  The first and the third research are focusing on image steganography while the second research 
is focusing on text steganography.   

 

3.3.2 In 2011, there are four researches being reviewed.  The first research proposed a text steganography 

technique for Arabic Unicode texts.  Arabic Unicode text uses two special characters that are the zero width 

joiner character (JWZ) to join two letters and the zero width non joiner character (JWNZ) to prevent two letters 

from joining. Two regular expressions are used to generate a sequence of special characters that consists of JWZ 

and JWNZ characters for information hiding.  The second research reviewed different steganography methods 

that are text, photo or sound.  There are three methods studied in text steganography that are life shift coding, 

word shift coding and feature coding.  In photo steganography, filtering and masking methods are observed. 

While in sound steganography, the methods are bit insertion, phase coding, spread spectrum coding and echo 
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hiding.   The third research proposed a blind colour image steganography method that embeds secret message by 

spraying theme on the blocks in the high order bits in colour channel such as blue while the fourth research 

reviewed the use of DNA computing in steganography.  The fundamentals of DNA are discussed and new ideas 

are proposed to enhance the established method. 

 

3.3.3 In 2013, there are three researches being reviewed.  The first research presents common approaches 

and tools that are used in digital image steganography.  It is shown mathematically and graphically.  The 

differences between steganography, cryptography and watermarking technique are discussedand the current 

steganography toolsused are also highlighted.  The second research presents two methods for 
destroyingsteganography content in an image that are the overwriting and the denoising method.  The 

overwriting method is a random data that can be written again over steganographic images while the denoising 

method uses two kinds of destruction techniques that are filtering and discrete wavelet techniques.  While the 

third research presents the use of an image file as a carrier and the taxonomy of current steganographic 

techniques.  Steganography techniques are analysed and discussed for their ability in information hiding and the 

robustness to different image processing attacks. 

 

3.3.4 From the three consecutive years from 2010 to 2013, the image steganography is the most popular 

choice of researchers.  There are four main categories that used in steganography that are image, audio, sound 

and protocol [1]. Out of the ten researches, five is proposing new techniques or methods in image 

steganography.  Nearly all digital file formats can be used for steganography but the formats that are more 
compatible are those with high degree of redundancy.  The terms redundancy means the bits of an object that 

provide accuracy far greater than necessary for the object‟s use and display [40].  The redundant bits of an 

object then can be altered without the alteration being detected easily [22].  Image files usually comply with this 

main requirement even though research has also uncovered other types of file formats that also can be used for 

hiding information.     

 

IV. FUTURE RESEARCH 
As steganography continue on its evolutionary path, the world of information security looks forward in the 

future research regarding the field of steganography as modern encryption algorithms are broken.  Some of the 
future researches include: 

1. Steganalysis that is defined as a process to crack the cover object in order to get the hidden information. 

2. Combining the technology of cryptography with steganography to achieve a higher level of security that 

even the intruder detects the hidden message, the message cannot be decoded. 

3. Researchers continue to discover new platforms that could potentially use to hide information apart from 

the traditional platforms such as audio, video and images. 

4. The concept of using DNA computing in the fields of cryptography and steganography has been identified 

as a possible technology for unbreakable algorithms. 

 

V. CONCLUSION 
 As per conclusion, this paper discussed an overview of Steganography, the features and applications, 

history and how it‟s differs from cryptography. This paper also highlighted a review of research and 

development of Steganography in Muslim world from the year 2010 to 2013. This paper suggested a few  for 

future research like Steganalysis, technology combined, discover new platform and possible unbreakable 

algorithms.  
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Abstract: - This paper presents the development results of the 10 DOF biped robot with stable and human-like 

walking using the simple hardware configuration. Kinematics model of the 10 DOF biped robot and its dynamic 

model based on the 3D inverted pendulum are presented. Under assumption that the COM of the biped robot 

moves on the horizontal constraint plane, ZMP equations of the biped robot depending on the coordinate of the 

center of the pelvis link obtained from the dynamic model of the biped robot are given based on the 

D’Alembert’s principle. A ZMP servo control system is constructed to track the ZMP of the biped robot to ZMP 

reference input which is decided by the footprint of the biped robot. A discrete time optimal controller is 
designed to control ZMP of the biped robot to track trajectories reference inputs based on discrete time systems. 

When ZMP of biped robot is controlled to track trajectory reference input decided inside stable region, a 

trajectory of COM is generated as stable walking pattern of the biped robot. Based on the stable walking pattern 

of the biped robot, a stable walking control method of the biped robot is proposed. From the trajectory of COM 

of the biped robot and trajectory reference input of the swinging leg, inverse kinematics solved by solid 

geometry method is used to compute the angle of joints of the biped robot. Because joint’s angles reference of 

the biped robot are computed from the stable walking pattern of the biped robot, the walking of the biped robot 

is stable if the joint’s angles of the biped robot are controlled to track those references. The stable walking 
control method of the biped robot is implemented by simple hardware using PIC18F4431 and dsPIC30F6014. 

The simulation and experimental results show the effectiveness of this control method.   

 

Keywords: - Discrete Time Optimal Control, ZMP Servo Control System, Biped Robot. 

 

I. INTRODUCTION 
  Research on humanoid robots and biped locomotion is currently one of the most exciting topics in the 

field of robotics and there exist many ongoing projects. Although some of those works have already 
demonstrated very reliable dynamic biped walking [12], it is still important to understand the theoretical 

background of the biped robot. The biped robot performs its locomotion relatively to ground while it is keeping 

its balance and not falling down. Since there is no base link fixed on the ground or the base, the gait planning 

and control of the biped robot is very important but difficult. Up so far, numerous approaches have been 

proposed. The common method of these numerous approaches is to restrict zero moment point (ZMP) within 

stable region to protect biped robot from falling down [8].   

  In the recent years, a great amount of scientific and engineering research has been devoted to the 

development of legged robots able to attain gait patterns more or less similar to human beings. Towards this 
objective, many scientific papers have been published, focusing on different aspects of the problem. Sunil, 

Agrawal and Abbas [3] proposed motion control of a novel planar biped with nearly linear dynamics. They 

introduced a biped robot that the model was nearly linear. The motion control for trajectory following used 

nonlinear control method. Jong Hyeon Park [4] proposed impedance control for biped robot locomotion so that 

both legs of the biped robot were controlled by the impedance control, where the desired impedance at the hip 

and the swing foot was specified. Qiang Huang and Yoshihiko [5] introduced sensory reflex control for 

humanoid walking so that the walking control consisted of a feedforward dynamic pattern and a feedback 

sensory reflex. In these papers, the moving of the body of the robot was assumed to be only on the sagittal plane. 
The biped robot was controlled based on the dynamic model. The ZMP of the biped robot was measured by 

sensor so that the structure of the biped robot was complex and required high speed controller hardware system.   

This paper presents a stable walking control of biped robot by using inverse kinematics with simple hardware 

configuration based on the walking pattern which is generated by ZMP servo system. The robot’s body can 
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move on sagittal and lateral plane. Furthermore, the walking pattern is generated based on the ZMP of the biped 

robot so that the stable of the biped robot during walking or running is guaranteed without the sensor system to 

measure ZMP of biped robot. In addition, a simple inverse kinematics using solid geometry is used to obtain 

angle of joints of the biped robot based on the stable walking pattern. The biped robot is modeled as 3D inverted 
pendulum [1]. A ZMP servo system is constructed based on the ZMP equation to generate trajectory of center of 

mass (COM). A discrete time optimal tracking controller is also designed to control ZMP servo system. From 

the trajectory of COM, inverse kinematics of the biped robot is solved by solid geometry method to obtain angle 

joints of the biped robot. It is used to control walking of the biped robot. 

 

II. MATHEMATIC MODEL OF THE BIPED ROBOT 
2.1 Kinematics Model of Biped Robot 
  A 10 DOF biped robot developed in this thesis is considered as shown in Fig. 1. It is assumed that the 

biped robot is supported by right leg and swung by left leg. 

In Fig. 1, l1 and l5 are length of the lower links of the right leg and left leg, l2 and l4 are length of the upper links 

of the right leg and left leg, l3 is length of the pelvis link, (xb, yb, zb) and (xe, ye, ze) are coordinates of the ankle 

joints B2 and E, and (xc, yc, zc) is coordinate of the center of pelvis link C. 

  

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
  The biped robot consists of five links that are one torso, two links in each leg with upper link and lower 

link, and two feet. The two legs of the biped robot are connected with torso via two DOF rotating hip joints. Hip 

joints can rotate the legs in the angles 5 for left leg and 7 for right leg on sagittal plane, and in the angles 4 for 

left leg and 6 for right leg on frontal plane. The upper links are connected with the lower links via one DOF 
rotating knee joints which can rotate only on sagittal plane. Right knee joint can rotate lower link and upper link 

of the right leg in angle 3, and left knee joint can rotate lower link and upper link of the left leg in angle 8. The 

lower links are connected with feet via two DOF ankle joints. The ankle joints can rotate the feet in angle 1 (for 

left leg) and 10 (for right leg) on the sigattal plane, and in angle 2 for left leg and 9 for right leg on the in 
frontal plane. All the rotating joints are considered to be friction free and each one is driven by one DC motor.  

In choosing Cartesian coordinate a whose origin is taken on the ankle joint, position of the center of the pelvis 
link is expressed as follows: 

  13211ca sinlsinlx    (1) 

    42
3

213221ca cos
2

l
sincoslsinly    (2) 

    42
3

2132211ca sin
2

l
coscoslcoscoslz  

 (3) 

Fig. 1: Configuration of 10 DOF biped robot model. 
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where xca, yca and zca are position of the center of the pelvis link in the coordinate system a. 

Similarly, position of the ankle joint of swinging leg is expressed in the coordinate system h as: 

  78574eh sinlsinlx    (4) 

   678564
3

eh sincoslsinl
2

l
y    (5) 

   6785764eh coscoslcoscoslz    (6) 

It is assumed that the center of mass of each link is concentrated at the tip of the link.   

The center of mass of the robot can be obtained as follows: 
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com

mmmmmmm

xmxmxmxmxmxmxm
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 (7) 
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 (9) 

where 

mb, m1, m2, mc, m3, m4 and me are mass of the ankle joint of the right leg B2, knee joint of the right leg B1, hip 

joint of the right leg B, center of the pelvis link C, hip joint of the left leg K, knee joint of the left leg K1 and 

ankle joint of the left leg E. 

(xb, yb, zb), (xe, ye, ze),  (x1, y1, z1), (x4, y4, z4), (x2, y2, z2), (x3, y3, z3) and (xc, yc, zc) are coordinates of the ankle 

joints B2, E, knee joints B1, K1, hip joints B, K, and center of pelvis link C. 

It is assumed that the mass of links of legs is negligible compared with mass of the trunk. Eqs. (7)~(9) can be 

rewritten as follows: 

 ccom xx  , ccom yy   and ccom zz   (10) 

This means that the center of mass (COM) is concentrated at the center of the pelvis link.  

 

2.2 Dynamic Model of Biped Robot 

  When the biped robot is supported by one leg, the dynamics of the robot can be approximated by a 

simple 3D inverted pendulum whose base is the foot of biped robot and head is COM of biped robot as shown in 

Fig. 2. The length of inverted pendulum r is able to be expanded or contracted. The position of the COM of the 

inverted pendulum C(xca, yca, zca) in the Cartesian coordinate can be uniquely specified by q = [r, p, r]T in the 
polar coordinate as follows [1]: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Three dimension (3D) inverted pendulum. 
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where rr sinS  , 
pp sinS  , pp cosC  , rr cosC  , and r

2

p

2 sinsin1D   . 

[r, p, f]T are defined as the actuator torques and force associated with the variables         [r, p, r]T. The 
Lagrangian of the 3D inverted pendulum is 
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  ca

222

ca mgz)zyx(m
2

1
L caca    (14) 

where m is the total mass of the biped robot, and g is the gravitational acceleration. 

Based on the Largange’s equation, the dynamics of 3D inverted pendulum can be obtained in the Cartesian 

coordinate as follows: 
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where J is Jacobian matrix which is expressed as 
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The dynamics equation of inverted pendulum along ya axis can be obtained as 

   caxcacacaca mgyzyyzm   . (17) 

where r

r

x
C

D
   is the torque around xa axis.  

Using similar procedure, the dynamics equation of inverted pendulum along xa axis can be derived as 

   caycacacaca mgxzxxzm    (18) 

where 
p

p

y
C

D
   is the torque around ya axis.  

  There are many classes of moving pattern of inverted pendulum. For selecting one of them, a constraint 

is applied to limit the motion of the inverted pendulum. That is, the motions of the COM of inverted pendulum 
are constrained on the plane whose normal vector vcp is [kx,ky,-1]T and za intersection is zcd as shown in Fig. 3. 

 

 

 

 

 

 

 
 

 

Fig. 3: Motion of inverted pendulum on constraint plane. 

 

It is assumed that the constraint plane intersects the za axis at Q(0,0,zcd) as shown in Fig. 3. Because C(xca,yca,zca) 

is located on the constraint plane, vector cpv  is perpendicular to vector QC . The constraint condition of the 

motion of the COM of inverted pendulum is expressed as 

 cdcaycaxca zykxkz   (19) 

where kx, ky and zcd are constants. 

When the biped robot walks on a rugged terrain, the normal vector of the constraint plane should be 

perpendicular to the slope of the ground, and za intersection zcd in the coordinate system a is set as distance 
between COM and the ground.  

The second order derivative of Eq. (19) is 

 
caycaxca ykxkz   . (20) 

Substituting Eqs. (19)~(20) into Eqs. (17)~(18), the equation of motion of 3D inverted pendulum under 

constraint can be expressed as 
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It is assumed that the biped robot walks on the flat floor and horizontal plane. In this case, kx and ky are set to 

za 

ya 

 
COM 

0 

zcd 

xa 

Foot 

Constraint plane C 
Q 

C(xca,yca,zca) 

Q(0,0,zcd) 

cpv  



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 
Page 133 

zero. It means that the COM of inverted pendulum moves on a horizontal plane which has height zca = zcd as 

shown in Fig. 3.  

Eqs. (21)~(22) can be rewritten as: 

 x

cd

ca

cd

ca
mz

y
z

g
y 

1
  (23) 

 y

cd

ca

cd

ca
mz

x
z

g
x 

1
 . (24) 

When the inverted pendulum moves on the horizontal plane, the dynamic equations along the xa axis and ya axis 

are independent each other and can be rewritten as linear differential equations.  

(xzmp, yzmp) is defined as location of ZMP on the floor as shown in Fig. 4.  

 
 

 

 

 

 

 

 

Fig. 4: ZMP of inverted pendulum. 
 

(xca,yca,zca) is projection of COM in the coordinate system a. 
ZMP is a point where the net support torques from floor about xa axis and ya axis are zero. From D’Alembert’s 

principle, ZMP of inverted pendulum under constraint can be expressed as 

    ca
cd

cazmp x
g

z
xx   (25) 

 ca
cd

cazmp y
g

z
yy  . (26) 

Eq. (25) shows that position of ZMP along xa axis depends only on the position and acceleration of COM along 

xa axis. Similarly, position of ZMP along ya axis does not depend on the position of COM along xa axis, but it 

depends only on the position and acceleration of COM along ya axis. 

When the biped robot moves with slow speed, Eqs. (25)~(26) can be approximated as Eqs. (27). It is shown that 

coordinate of the ZMP is projection of COM.  

      cazmp xx   and cazmp yy   (27) 

Since there are no actions torques that cause robot to fall down at ZMP, ZMP is very important for walking 

robot and generally used as dynamic criterion for gait planning and control. During the walking of robot, ZMP is 
located inside of the footprint of supported foot or inside the supported polygon. 

 

III. WALKING PATTERN GENERATION 
 The objective of controlling the biped robot is to realize a stable walking or running. The stable walking or 

running of the biped robot depends on walking pattern. Walking pattern generation is used to generate a 

trajectory for COM of the biped robot. For the stable walking or running of the biped robot, the walking pattern 
should satisfy the condition that the ZMP of the biped robot always exists inside the stable region. Since 

position of COM of the biped robot has the close relationship with position of ZMP as shown in Eqs. (25)~(26), 

trajectory of COM can be obtained from the trajectory of ZMP. Based on a sequence of desired footprint and 

period time of each step of the biped robot, a reference trajectory of ZMP can be specified. Fig. 5 illustrates 

footprint and reference trajectory of ZMP to guarantee stable gait. 

 
 

Fig. 5: Footprint and reference trajectory of ZMP. 
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3.1 Walking Pattern Generation Based on Servo Control of ZMP 

  When a biped robot is modeled as 3D inverted pendulum which is moved on horizontal plane, the ZMP’s 

position of the biped robot is expressed by linear independent equations along xa and ya directions which are 

shown as Eqs. (25)~(26).  

cacax xx
dt

d
u    and cacay yy

dt

d
u    are defined as the time derivative of the horizontal acceleration 

along xa and ya directions of the COM, xu and yu  are introduced as inputs. Eqs. (25)~(26) can be rewritten in 

strictly proper form as follows: 
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 (28) 
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where position of ZMP along xa axis, zmpx , is output of system (28), position of ZMP along ya axis, zmpy , is 

output of system (29), cax and cay are position of COM with respect to xa and ya axes, and cax , cax , cay , 

cay  are horizontal velocity and acceleration with respect to ax  and ay  directions, respectively.  

Instead of solving differential Eqs. (25)~(26), position of COM can be obtained by constructing a controller to 

track the ZMP as output of Eqs. (28)~(29). When zmpx  and zmpy  are controlled to track reference trajectory of 

ZMP, COM trajectory can be obtained from state variables cax and cay . According to this pattern, the walking 

or running of the biped robot are stable. 

By constructing ZMP tracking control systems, walking pattern generation problem turns into designing 

tracking controller to track ZMP’s reference trajectory.  
To control output of the systems with Eqs. (28)~(29), There are many type of controllers can be applied. In this 

paper, a discrete time optimal control theory is chosen to design tracking controller.    

The systems (28) and (29) can be discretized with sampling time T as follows [6]: 
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where         TkTxkTxkTxk xx and         TkTykTykTyk yx are states vectors, 

   kTuku xx   and    kTuku yy   are input signals, and    kTxkx zmpzmp   and 
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The controllability matrix of systems (30) and (31) has full rank. The system is controllable and stabilizable [6].  

Similarly, observability matrix Od of them has full rank. 
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3.2 Controller Design for ZMP Tracking Control 

In this section, discrete time optimal tracking controller utilizing the future values of reference input is designed 

to control the systems (30) and (31) to track ZMP reference input. 

A time invariant discrete time system is considered as follows: 
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xC

BxAx

d

dd



1
  (32) 

where x(k)  n1 is n1 state vector, y(k)   is output, u(k)   is control input, and        Ad  nn, Bd  

n1, Cd  1n are matrices with corresponding dimensions. 

An error signal e(k)   is defined as the difference between reference input r(k) and output of the system  y(k) 
as follows: 

      kykrke   (33) 

It is denoted that the incremental control input is      1kukuku   and the incremental state is 

     1kkk  xxx . If the system (32) is controllable and observable, it can be rewritten in the 

increment as follows: 
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  (34) 

The error at the k+1th sample time can be obtained from Eq. (33) as 

      1ky1kr1ke  .  (35) 

Substituting Eq. (34) into result of subtracting Eq. (33) from Eq. (35) yields 

          kuk1krke1ke  dddd BCxAC  .  (36) 

where      kr1kr1kr     

From the first row of Eq. (34) and Eq. (36), the error system can be obtained as 
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where     1n1k X , 
   n1n1 EA , 

  1n1 RG  and 
  1n1 G . 

It is assumed that at each time k, the reference inputs of the error system (37) can be known for N future values 

as well as the present and the past values are available.  

A scalar cost function of the quadratic form is chosen as 
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








00

0
Q

 is semi-positive definite matrix, eQ , and R  are positive scalar. 

An optimal problem is solved by minimizing the cost function (38).   

It is assumed that N future values of the reference input      Nk,r,2k,r1kr    can be utilized. The 

future values of reference beyond time  Nk   are approximated by  Nkr  .  It means that the following 

is satisfied. 

    ,2N,1Ni0ikr  . (39) 

         1NT
NkΔr2kΔr1kΔrk  RX  is defined as a future reference input 

incremental vector depending on N incremental future values of the reference input.  
The augmented error system with future values of reference input is obtained as 
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where 
       Nn1

1n11n1PR



  00GG R   , and      

 

The cost function (38) can be rewritten as 
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The optimal control signal  ku  that minimizes cost function (41) of system (40) can be obtained as [6] 
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where P  is semi-positive definite matrix that is a solution of the algebraic Ricatti equation corresponding to Eq. 

(40) [6]. 

P  can be partitioned as follows:  
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where 
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The optimal control signal  ku  becomes 
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 Where      n11 
 E1
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1

T

1x1e1 APGGPGRKKK  is defined as feedback gain matrix 

and     N1
 RPR1

T1

1

T

2 WAGPGGPGRK  is defined as feed forward matrix.  

Corresponding with N future values of reference input, feed forward matrix 2K and W  can be rewritten as 

       N21 WWWW   (47) 

       N21 2222 KKKK   (48) 

where     N,2,1i,i 11n  
W ;   N,2,1i,i2 K  

Using Eq. (40) and Eq. (47), Eq. (48) is re-expressed as  
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From Eq. (40) and Eq. (47), Eq. (44) becomes 
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It is defined that   T1

1

T

1

T

E GGPGRGPIAF


 .  

Eq. (50) yields 

   N 1,2,..,ii R

i  GPFW 1
  (51) 

From Eq. (49),   ,N,,2,1i,i2 K can be obtained as 

     R1

1iT1

1

T
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Eq. (45) can be rewritten as 

          ikriKkkeKku
N
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2e1  
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 xK1x
 (53) 

By taking the initial values as zero and integrating both side of Eq. (53), the control law  ku  can be obtained 

as 
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z
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The block diagram of the closed loop ZMP tracking control system using discrete time optimal tracking 

controller utilizing the future values of reference input is shown in Fig. 6. 
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Fig. 6: Closed loop ZMP control system with discrete time optimal tracking controller. 

 

IV. WALKING CONTROL OF THE BIPED ROBOT 
  Based on the walking pattern generation discussed in previous sections, a trajectory of COM of the biped 

robot is generated by ZMP servo control system. The ZMP reference input trajectory of the ZMP servo system is 
chosen to satisfy the stable condition of the biped robot. The control objective for the stable walking of the 

biped robot is to track the center of pelvis link to the COM trajectory. The inverse kinematics of the biped robot 

is solved to obtain the angle of each joint of the biped robot. The walking control of the biped robot is 

performed based on the solutions of the inverse kinematics which is solved by solid geometry method.  

 

4.1 Inverse Kinematics of the Biped Robot 

   The configuration of a 10 DOF biped robot is shown in Fig. 1. The relationship between biped robot 

and 3D inverted pendulum is shown in Fig. 7. Solving the inverse kinematics problems directly from kinematics 
models is complex. An inverse kinematics based on the solid geometry method is presented in this section.   

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Fig. 7: Biped robot and 3D inverted pendulum. 

 

During the walking of the biped robot, the following assumptions are supposed 

 Trunk of robot is always located on the sagittal and lateral plane: when the trunk of robot is located on the 

sagittal and lateral plane, from the geometric structure of the biped robot, it is easy to 

obtain
42
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 The feet of robot are always parallel with floor: when the trunk of robot is on the sagittal plane, the feet of 

robot are parallel with floor if following conditions are satisfied 

 1078513 ,   . (55) 

 The walking of the biped robot is divided into three phases: Two-legs supported, right-leg supported and 

left-leg supported. When the robot is supported by one leg, another leg swings. 

 
 

 

 

 

 

 The origin of the 3D inverted pendulum is located at the center of the ankle joint of supported leg.       

 

4.1.1 Inverse kinematics of biped robot in one-leg supported phase 

It is supposed that biped robot is with the right-leg supported and left-leg swinging. The coordinate of the COM 

in coordinate system a whose origin is taken at the center of the ankle joint of supported leg can be obtained as  

 bca xxx  , bca yyy   and bca zzz   (56) 

where (x,y,z) and (xb,yb,zb) are coordinate of the COM and center of the ankle joint of supported leg in the world 

coordinate and (xca,yca,zca) is Coordinate of the COM in the coordinate a. 
Solving Eqs. (11)~(13) at kth sample time with zca = zcd yields  

        kykxkzkr 2

ca

2

ca

2

cd   (57) 

Since the trunk of robot is always located on the sagittal plane, the pelvis link is always on the horizontal plane 

CBDC1 as shown in Fig. 9.  The BC line is perpendicular to the line 0A at A, and it yields 
r

2



0CB . 

Using the cosine’s law, the length of 0B side of the triangle 0BC at the kth sample time is obtained as follows:   
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The angle  k  between 2l  and 1l  sides of the triangle 0BB1 is calculated by the cosine’s law as follows: 
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Fig. 9: Inverted pendulum and supported leg. 

(a) 

Two-leg supported phase 

(b) 

Right-leg supported and left-

leg swinging phase 

(c) 

Left-leg supported and right 

leg swinging phase 

Fig. 8: Three walking phases of the biped robot. 
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 From  k  in Eq. (59), the knee joint angle of the biped robot is gotten as Eq. (60).   

    kk3    (60) 

In Fig. 9, the BC line is perpendicular to the line 0A at A. From the right-triangle 0AB, the ankle joint angle 

 k2  can be obtained as      
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Since height of COM of the biped robot is always kept equal to constant cdz  and COM is on sagittal plane 

during walking of biped robot, the BD line is perpendicular to aa zy0  plane. It means that the BD line is 

perpendicular to 0D line. The triangles OBB1 and ODB lie on the same plane which contains the links 1l  and 

2l  of the biped robot as shown in Fig. 9. The angle  k1  can be obtained as follows 
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4.1.2 Inverse kinematics of swinging leg 

It is assumed that the biped robot is supported by right leg and is swung by left leg as shown in Fig. 10.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10: Swinging leg of biped robot. 

 

A coordinate system h with the origin taken at the middle of pelvis link is defined as shown in Fig. 10. During 

the swing of this leg, the coordinate ehy  of the foot of swinging leg is constant.  

 k'r  is defined as the distance between ankle joint and hip joint of swinging leg at the kth sample time. It is 

expressed in the coordinate system h  as follows: 
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where (xeh(k),yeh(k),zeh(k)) is coordinate of the ankle joint of swinging leg in the coordinate h at the kth sample 

time. 

Since EF line is perpendicular to the line KF at F, the hip angle  k6  of the swinging leg is obtained based on 

the right-triangle KEF as  
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The minus sign in (64) means counterclockwise.  
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The links 4l  and 5l  lie on the plane which contains right-triangle KGE. The hip angle  k7  is equal to the 

angle between link l4 and Cyhzh plane. It is can be expressed as 
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Using the cosine’s law, the angle of knee of swinging leg can be obtained as  
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Similarly, when the biped robot is supported by left leg and is swung by right leg. The angles of right leg are 

calculated from Eqs. (64)~(66). 

 

4.1.3 Inverse kinematics of biped robot in two-leg supported phase 

It is assumed that the swinging leg of the biped robot contacts the ground after swinging phase as shown in Fig. 

11. The biped robot is supported by two legs. 

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 

Fig. 11: Biped robot with two legs supported. 

The coordinate of COM is expressed in coordinate system f  whose origin is taken at the ankle joint of new 

supported leg as   
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where  eaeaea z,y,x  is coordinate of the ankle joint of the new supported leg in coordinate system a , 

 cacaca z,y,x is coordinate of the COM in coordinate system a  and  cfcfcf z,y,x  is coordinate of the 

COM in coordinate system f . 
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coordinate of COM in coordinate system f  as  

        kzkykxkr 2
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2
1   (70) 

Similarly to the procedure in one-leg supported phase, the inverse kinematics of the biped robot in two-leg 

supported phase can be obtained. It can be expressed as following equations. 
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where h  and 1h  are distance between right hip joint and ankle of right and left legs. 

 

4.2 Control of the biped robot 

Considering one step walking of the biped robot is illustrated by consequent movement as shown in Fig. 12. 

At the beginning of walking step, the left leg leaves the ground to start swinging. This leg swings with following 

a reference trajectory. During the swing of the left leg, the ZMP of the biped robot exists at the geometry center 

of the right foot. At the end of swinging, the left leg is contacted on the ground, and the biped robot is supported 

by two legs. 

 

 
 

 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 
Page 142 

   During two-leg supported phase, the ZMP of the biped robot moves from geometry center of the right 

foot to that of left foot. The left leg becomes new supported leg and the right leg becomes swinging leg for next 

step. Based on the reference trajectory of swinging leg and the trajectory of COM which is generated by ZMP 

servo system, the inverse kinematics is solved to obtain the angle of each joint of the biped robot. The control 
problem of biped robot becomes tracking control problem of DC motors of joints. The block diagram of the 

biped robot control system is shown in Fig. 13. 

 

 
Fig. 13: Block diagram of the biped control system. 

 

V. SIMULATION AND EXPERIMENTAL RESULTS 
5.1 Hardware of the Biped Robot 

The walking control method proposed in previous sections is implemented in CIMEC-1 developed for this paper 

as shown in Fig. 14. 

 

 
Fig. 14: CIMEC-1 biped robot. 

 

A simple hardware configuration using three PIC18F4431 and one dsPIC30F6014 for CIMEC-1 is shown in Fig. 

15.  
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Fig. 15: Hardware configuration of the CIMEC-1. 

 
  dsPIC30F6014 is used as master unit, and PIC18F4431 is used as slave unit. The master unit and slave 

units communicate each other via I2C communication. The master unit is used to solve the inverse kinematics 

problem based on the trajectory of the center of the pelvis of the biped robot and trajectory of the ankle of 

swinging leg which are contained in its memory. It can also communicate personal computer via RS-232 

communication. The angles at the kth sample time obtained from inverse kinematics are sent to slave units as 

reference signals. 

 

5.2 Simulation and experimental results 
  To demonstrate the performance of the biped walking based on the ZMP walking pattern generation 

combined with the inverse kinematics, the simulation results for walking on the flat floor of the biped robot 

using Matlab are shown. The period of step is 10 seconds: changing supported leg time is 5 seconds and 

swinging leg time is 5 seconds. The length of step is 20 cm. During the moving of the biped robot, the height of 

the center of pelvis link is constant. In the one-leg supported phase, ZMP is located at the center of the 

supported foot. When two legs of the biped robot are contacted on the ground, the ZMP moves from center of 

foot of current supported leg to the center of foot of the new supported leg. 

The parameters values of the biped robot used in the simulation and experiment are given in Table 4.1. 

 

Table 4.1 Numerical values of the biped robot’ parameters used in simulation and experiment 

 Parameters Description Values Units 

51 ll   Length of lower leg links 0.28 [m] 

42 ll   Length of upper leg links 0.28 [m] 

3l  Length of pelvis link 0.2 [m] 

a  Width of foot 0.18 [m] 

b  Length of foot 0.24 [m] 

cdz  Height of center of pelvis link 0.5 [m] 
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01  Initial value of 1  26.75 [deg] 

02  Initial value of 2  0 [deg] 

03  Initial value of 3  53.5 [deg] 

04  Initial value of 4  0 [deg] 

05  Initial value of 5  26.75 [deg] 

06  Initial value of 6  0 [deg] 

07  Initial value of 7  26.75 [deg] 

08  Initial value of 8  53.5 [deg] 

09  Initial value of 9  0 [deg] 

010  Initial value of 10  26.75 [deg] 

 

The footprint and the Zigzag reference trajectory of ZMP are shown in Fig. 16.    

 

 
 

 

 

 

 

 

 

 
 

 

Fig. 16: Footprint and zigzag reference trajectory of ZMP. 

 

The x and y ZMP trajectories versus times corresponding to the zigzag reference trajectory of ZMP in Fig. 16 

can be obtained as shown in Fig. 17.  

 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

               (a) x ZMP reference input versus time.                             (b) y ZMP reference input versus time. 

Fig. 17: Zigzag ZMP reference input trajectory versus time. 

 

The reference input trajectory of the ankle joint of swinging leg is an arc which has radius equal to 0.1 [m]. The 

reference input trajectory equations of arc are expressed as Eq. (81) for left leg and Eq. (82) for right leg.  
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where  aaaaaa z,y,x  is coordinate of the point on the arc in the coordinate system a , and   afafaf z,y,x  is 

coordinate of the point on the arc in the coordinate system f . 

The x, y ZMP servo control systems (30) and (31) are sampled with sampling time            T = 1 [ms] and 

controlled by discrete time optimal tracking controller with 1R  , 









00

012.0
Q  and number of sample  

  time in future of reference input 1200N  . The simulation and experimental results are shown in Figs. 

18~27.  Fig. 18 and Fig. 20 show the ZMP reference inputs, outputs and positions of the COM in x and y 

directions with respect to time. Fig. 19 and Fig. 21 show that the tracking errors of x and y ZMP servo systems 

converge to zeros and the errors at the transition points of reference inputs are very small. Figs. 22~26 show 

angles of each joint of the biped robot. In these figures, the sharp points occur at the transition states of the biped 

robot where joints of the biped robot change its direction of rotation. The movement of the COM of the biped 

robot is shown in Fig. 27.     
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(b) A region. 

Fig. 18: x ZMP reference input, x ZMP output and position of COM. 
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Fig. 19: x ZMP position error. 
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Fig. 20: y ZMP reference input, y ZMP output and position of COM. 
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Fig. 21: y ZMP position error. 

 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Fig. 22: Simulation and experimental results of ankle joints angle 1 and 10. 
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b) A region. 

Fig. 23: Simulation and experimental results of ankle and hip joints angle 2 and 4. 
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Fig. 24: Simulation and experimental results of knee joints angle 3 and 8. 
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Fig. 25: Simulation and experimental results of hip and ankle joints angle 6 and 9. 
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Fig. 26: Simulation and experimental results of hip joints angle 5 and 7. 
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Fig. 27: Movement of the center of pelvis link. 

 

VI. CONCLUSIONS 
   In this paper, a 10 DOF biped robot is developed. The kinematics and dynamic model of the biped 
robot are presented. For the stable walking, a controller using the discrete time optimal theory is designed to 

generate the trajectory of COM. The walking control of biped robot is performed based on the solutions of the 

inverse kinematics which is solved by solid geometry method. A simple hardware configuration is constructed to 

control for biped robot. The simulation and experimental results are shown to prove effectiveness of proposed 

controller. 

 

REFERENCES 
[1]  S. Kajita, F. Kanehiro, K. Kaneko, K, Yokoi and H. Hirukawa, 2001, “The 3D Linear Inverted Pendulum 

Mode: A simple modeling for a biped walking pattern generation”, Proc. of IEEE/RSJ International 

conference on Intelligent Robots and Systems, pp. 239~246. 

[2]  C. Zhu and A. Kawamara, 2003, “Walking Principle Analysis for Biped Robot with ZMP Concept, 

Friction Constraint, and Inverted Pendulum Model”, Proc. of IEEE/RSJ International conference on 

Intelligent Robots and Systems, pp. 364~369. 

[3]  S. K. Agrawal, and A. Fattah, 2006, “Motion Control of a Novel Planar Biped with Nearly Linear 
Dynamics”, IEEE/ASME Trans.  Mechatronics, Vol. 11,  No. 2, pp. 162~168. 

[4]  J. H. Part, 2001, “Impedance Control for Biped Robot Locomotion”, IEEE Trans.  Robotics and 

Automation, Vol. 17, No. 3, pp. 870~882. 

[5]  Q. Huang and Y. Nakamura, 2005, “Sensor Reflex Control for Humanoid Walking”,  IEEE Trans.  

Robotics, Vol. 21,  No. 5, pp. 977~984. 

[6]  B. C. Kou, 1992, “Digital Control Systems”, International Edition. 

[7]  D. Li, D. Zhou, Z. Hu, and H. Hu, 2001, “Optimal Priview Control Applied to Terrain Following Flight”, 

Proc. of IEEE Conference on Decision and Control, pp. 211~216. 
[8]  C. Zhu and A. Kawamara, 2003, “Walking Principle Analysis for Biped Robot with ZMP Concept, 

t1 

t2 t3 t4 t5 t6 t7 

t8 

H
ip

 j
o

in
t 

an
g

le
 o

f 
ri

g
h

t 
an

d
 l

ef
t 

le
g

s 


5
 a

n
d

 
7
 [

d
eg

] 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 
Page 150 

Friction Constraint, and Inverted Pendulum Model”, Proc. of IEEE/RSJ International conference on 

Intelligent Robots and Systems, pp. 364~369. 

[9]   D. Plestan, J. W. Grizzle, E. R. Westervelt and G. Abba, 2003, “Stable Walking of A 7-DOF Biped 

Robot”, IEEE Trans. on Robotics and Automation, Vol. 19, No. 4, pp. 653-668. 
[10] F. L. Lewis, C. T. Abdallah and D.M. Dawson, 1993, “Control of Robot Manipulator”, Prentice Hall 

International Edition. 

[11] G. F. Franklin, J. D. Powell and A. E. Naeini, “Feedback Control of Dynamic System”, Prentice Hall 

Upper Saddle River, New Jersey 07458. 

[12] G. A. Bekey, 2005, “Autonomous Robots From Biological Inspiration to Implementation and Control”, 

The MIT Press. 

[13] H. K. Lum, M. Zribi and Y. C. Soh, 1999, “Planning and Control of a Biped Robot”, Int. Journal of 

Engineering Science ELSEVIER, Vol. 37, pp. 1319~1349. 
[14] H. Hirukawa, S. Kajita, F. Kanehiro, K. Kaneko and T. Isozumi, 2005, “The Human-size Humanoid 

Robot That Can Walk, Lie Down and Get Up”, International Journal of Robotics Research, Vol. 24, No. 9, 

pp. 755~769. 

[15] K. Mitobe, G. Capi and Y. Nasu, 2004, “A New Control Method for Walking Robots Based on Angular 

Momentum”, Journal of Mechatronics ELSEVIER, Vol. 14, pp. 164~165. 

[16]  K. Harada, S. Kajita, K. Kaneko and H. Hirukawa, 2004, “Walking Motion for Pushing Manipulation by 

a Humanoid Robot”, Journal of the Robotics Society of Japan, Vol. 22, No. 3, pp. 392–399. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 151 

American Journal of Engineering Research (AJER) 

e-ISSN : 2320-0847  p-ISSN : 2320-0936 

Volume-02, Issue-11, pp-151-162 

www.ajer.org 
 

Research Paper                                                                                   Open Access 
 

 

Analysis of Pavement Deterioration Using three-dimensional 

Finite Elements Technique 
 

Ahmed Mohamady, Abu-Bakr M. Elhady, and Mohamed S. Eisa 

1 Assoc. Prof. of Highways and Airports Engineering, Faculty of Engineering, Zagazig University, Egypt 
2 Egyptian Space Program 

3 PhD candidate, Faculty of Engineering, Zagazig University, Egypt 
 

 Abstract: - Three-dimensional Finite elements models have been used to describe stress and strain response 

parameters for steel wire grid reinforced flexible pavement sections. In this study three paving sections were 

analyzed. The first section represents one of the commonly sections used in the paving of local roads, the second 

section is commonly used in expressways and the third section is used in freeways. Study was conducted using 

Finite element computer package ADINA. The reinforcement was arranged at different depths. Steel wire grid 

reinforced sections results are compared to geosynthetics grid reinforced sections as well as typical rigid 

pavement section commonly used in Egypt. The analysis showed that the best location of reinforcement is at 

bottom of base layer. Comparisons show that steel mesh reinforced sections characteristics improved than 

geosynthetics grids reinforced sections and are almost close to rigid section. 

 

Keywords: - 3-D finite elements, paving sections, geosynthetics grids, rigid pavement, steel wire grid 

 

I. INTRODUCTION 
Increasing truck loads on Egyptian road network Also several locations of low speeds were introduced 

due to high traffic volumes. All of these may cause several pavement distresses. The most common distress 

types occurring in the Egyptian roads are rutting and cracking, sags, corrugations, etc. Pavement distresses cause 

many troubles to the vehicles and users [1,2]. The maintenance of such distresses may need high budget and 

time consuming and hence cause traffic trouble during maintenance and repair processes. The design of flexible 

pavements is largely based on empirical methods. However, there is currently a shift underway towards more 

mechanistic design techniques. Finite element (FE) methods have generally been used to determine stresses, 

strains and displacements in flexible pavement   [3-5]. 

  

II. OBJECTIVES AND METHODOLOGY 
This paper investigate the paving sections used in places that have vehicles to reduce speed as a result 

of traffic and the presence of some speed sedatives like railway crossing and town entrances also at places of U-

turns to opposite directions. This study also aims to strengthen the pavement layers of these sections with steel 

wire grid or geosynthetics grids at different depths and effect of this strengthen to reduce the stresses on the 

pavement sections and hence increasing the pavement life. Three paving sections were studied; local road 

section, expressway section and freeway section. The proposed layers thicknesses and the associated properties 

for the investigated sections are shown in Tables (1) to (3) [10,11]. These sections rested on infinite subgrade 

soil and its modulus of elasticity is 50 MPa and value of passion’s ratio is 0.25. The reinforcement materials are 

steel wire grid or geosynthetics grids with wire diameter 4mm and square cell side length 10cm and its 
properties were given in Table (4)[6,7]. In local road section, the locations of strengthening were chosen at 

bottom of wearing surface, middle of base and bottom of base, while in expressway section the locations of 

strengthening were chosen at bottom of wearing surface, bottom of binder layer, middle of base and bottom of 

base, finally the locations of strengthening in freeway section were chosen at bottom of wearing surface, bottom 

of binder layer, bottom of bituminous base, middle of base and bottom of base. The reinforced sections were 
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compared with typical rigid pavement section commonly used in Egypt to evaluate the proposed strengthening 

technique.  

 

III. FINITE ELEMENTS MODELING (FEM) 
Considering the studied sections are modeled as multilayer semi finite elements. All materials are 

treated as homogeneous and isotropic. Deformations are considered very small relative to the dimensions so the 

equation of liner elasticity is valid [12]. 

 

3.1 ADINA computer program 
The multi-purpose finite element program ADINA version 8.7 [9] was used to model   3-D finite 

element analysis. All materials was modeled as 3D-solid elements as 8- node. This type of node gives a high 

level of accuracy in combination with an acceptable computing time demand.  

 

3.2 Boundary conditions and loading 

The boundary conditions and loading of static analysis for selected sections are shown in Fig (1). It can 

be observed that the bottom of the pavement is fixed at X, Y and Z translations while the sides of pavement are 

restricted with Z translation only. 

 
 

 

 

 

 

 

 

 

IV. NUMERICAL RESULTS 
In pavement design the most important parameter is the stress distribution as vertical compressive 

stress and lateral tensile strain shown in fig (2).The investigated cases were modeled with ADINA program and 

the results were presented and discussed here in after. 

 

4.1 Results of sections affected by vertical loads 

4.1.1 Vertical stress 

The variation of vertical stress σZ at bottom of base layer in studied sections due to vertical pressure of 

wheel is presented in figures (3) to (8). Figures illustrate the effect of adding reinforcement with different 

locations.Figures (3) and(4)for local road section display that the vertical stress σZ in without reinforcement case 

decrease gradually from -5.54E+04 Pa under the middle of the wheel load to vanished at the surface, and shows 

that there is no change in cases reinforcement at bottom of wearing surface. Figures also show that there is a 

noticeable change when steel reinforcement was arranged at middle of base layer , the vertical stress σZ under 
the center line of the wheel load decreased to -5.32+04 Pa i.e.19% from without reinforcement case, while for 

case of reinforcement with geosythetic there is no change. Figures illustrate that there is a drastic change in 

vertical stress σZ values when the steel reinforcement was added at bottom of base layer, the vertical stress σZ 

under the center line of the wheel load decreased to -2.89+04 Pa i.e.48% from without reinforcement case, while 

in case of reinforcement with geosythetic arrived to-3.57+04Pa i.e.35.6% from without reinforcement case. 

 

Table 1. Layers thickness and the associated properties for local road section 

Layer 
Modulus of elasticity 

(MPa) 
Possion’s ratio Density (KN/m

3
) Thickness (mm) 

Wearing surface 2757.91 0.30 22 50 

Base 275.791 0.20 20 300 

Subgrade 50 0.25 17 Infinite 

 

Table 2. Layers thickness and the associated properties for expressway section 

Layer 
Modulus of elasticity 

(MPa) 
Possion’s ratio Density (KN/m

3
) Thickness (mm) 

Wearing surface 2757.91 0.30 22 50 

Binder 2757.91 0.30 22 50 

Base 275.791 0.20 20 400 

Subgrade 50 0.25 17 Infinite 

Fig.1. FEM model for freeway section 
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Table 3. Layers thickness and the associated properties for freeway section 

Layer 
Modulus of 

elasticity (MPa) 
Possion’s ratio Density (KN/m

3
) Thickness (mm) 

Wearing surface 2757.91 0.30 22 50 

Binder 2757.91 0.30 22 50 

Bit. base 2413.16 0.35 21 70 

Base 275.791 0.20 20 400 

Subgrade 50 0.25 17 Infinite 

 

Table 4. Properties of reinforcing materials 

Material 
Modulus of 

elasticity (MPa) 
Possion’s ratio Density (KN/m

3
) 

Steel 210000 0.25 78.50 

Geosythetics 4230 0.35 18.00 

 

 

 

 

 
 

 

 

 

 

 

  

 

 

 

 

 
 

 

Figures (5) and (6) for expressway section illustrate that the vertical stress σZ in without reinforcement 

case start decrease from -3.94E+04Pa under the middle of the wheel load to decay at the surface, and show that 

there is no change in cases reinforcement at bottom of wearing surface, at bottom of binder layer. Figures also 

show that there is a noticeable change when the steel reinforcement was arranged at middle of base layer, in this 

location the vertical stress σZ under the center line of the wheel load decreased to -3.74+04 Pa i.e.18% from 

without reinforcement case, while for case of reinforcement with geosythetic there is no change. Figures also 

illustrate that there is a drastic change in vertical stress σZ values when the steel reinforcement was added at 

bottom of base layer. The vertical stress σZ under the center line of the wheel load decreased to -2.05+04 Pa 

i.e.48% from without reinforcement case. In case of reinforcement with geosythetic arrived to-2.55+04Pa 
i.e.35.50% from without reinforcement case. 

Figures (7) and (8) for freeway section show the vertical stress σZ in without reinforcement case start 

decrease from -3.27E+04Pa under the middle of the wheel load to zero Pa at the surface. Figures show that there 

is no change in cases reinforcement at bottom of wearing surface, bottom of binder layer and bottom of 

bituminous base layer. Figures also show that there is a noticeable change when we add the steel reinforcement 

at middle of base layer, in this location vertical stress σZ under the center line of the wheel load decreased to -

3.00+04 Pa i.e. 8% from without reinforcement case while for case of reinforcement with geosythetic there is no 

change. Figures illustrate that there is a drastic change in vertical stress σZ values when the reinforcement was at 

bottom of base layer, vertical stress σZ under the center line of the wheel load decreased to -1.70+04 Pa i.e.48% 

from without reinforcement case, while in case of reinforcement with geosythetic arrived to -2.13+04Pa i.e.35% 

from without reinforcement case. 

 
 

 

 

 

(a) (b) 

Fig.2. (a) Vertical stress σZ   (b) Lateral strain εY 
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Fig. 6. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for expressway section 

with and without geosynthetics reinforcement 

Fig. 8. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for freeway section 

with and without geosynthetics reinforcement 

Fig. 3. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for local road section 

with and without steel reinforcement 

Fig. 5. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for expressway section 

with and without steel reinforcement 

Fig. 7. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for freeway section 

with and without steel reinforcement 

Fig. 4. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for local road section 

with and without geosynthetics reinforcement 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

  

  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

4.1.2 Lateral strain 

For studied sections the lateral strain εY variation versus section depth under center of wheel pressure 
are presented in figures (9) to (14). Figures present comparison of lateral strain variation in sections without and 

with reinforcement at different depths. It is depicted that for the case without reinforcement the lateral strain 

starts with negative value at top of wearing surface layer and rapidly increases to zero approximately at middle 

of wearing surface layer then continue increases to the maximum value at bottom of base layer and  vanished  at  



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 155 

Fig. 9. Lateral strain εY due to vertical pressure of 

wheel versus section depth for local road section 

with and without steel reinforcement 

 

Fig. 10. Lateral strain εY due to vertical pressure of 

wheel versus section depth for local road section 

with and without geosynthetics reinforcement 

 

the  end  of section. The maximum lateral strain εY values at bottom of base layers in sections A, B and C are 

4.91E-04, 3.59E-04 and2.92E-04 respectively. For reinforced section the lateral strain behavior the same as 

unreinforced sections but it is confined at the reinforcement location. 

  Figures (9) and (10) for local road section show when we add the steel reinforcement at the middle of 

base layer the lateral strain εY is decreased to 4.44E-05 i.e. decreasing percent is 80.35% from without 

reinforcement case (1.92E-04)then arrived to 3.73E-04 at bottom of base layer i.e. 24.12% decreasing percent 

from the strain in original case. Figures also illustrate that there is a drastic change the lateral strain εY values 

when the steel reinforcement at bottom of base layer, lateral strain εY in this location was 6.52E-05 i.e. 

decreasing percent is 86.70% from its value in without reinforcement case. While in case of reinforcement with 
geosythetic at same location the lateral strain εY was 4.12E-04 i.e. decreasing percent is 16.00% from its value 

in without reinforcement case. Also show there are no change in lateral strain εY distribution for others cases and 

case without reinforcement.  

Figures (11) and (12) for expressway section show  that there is no change in the strain values  in cases 

of steel or geosynthetic reinforcement at bottom of wearing surface , at bottom of binder layer and geosynthetic 

reinforcement at middle of base layer , shows that there is a noticeable change in case steel reinforcement at 

middle of base layer  In this location the lateral strain εY is decreased to 3.16E-05 i.e. decreasing percent is 

75.5% from without reinforcement case then arrived to 2.65E-04 at bottom of base layer i.e.26.6%decresing 

percent from the lateral strain εY in ordinary case. Figures also illustrate that there is a drastic change in the 

lateral strain εY values when the steel reinforcement at bottom of base layer, lateral strain εY in this location was 

5.90E-05 i.e. decreasing percent is 83.60% from its value in without reinforcement case. While in case of 
reinforcement with geosythetic at same location lateral strain εY was 3.15E-04 i.e. decreasing percent is 12.55% 

from its value in without reinforcement case. 

Figures (13) and (14) for freeway section show that there is a noticeable change when we add the steel 

reinforcement at middle of base layer, the lateral strain εY is decreased to 4.96E-05 i.e. 72.01% decreasing 

percent from without reinforcement case (1.77E-04) then arrived to 1.94E-04 at bottom of base layer i.e. 33.30% 

decreasing percent from the strain in ordinary case. And illustrate that there is a drastic change in lateral strain 

εY values when the steel reinforcement was at bottom of base layer. The lateral strain εY arrived in this location 

to 5.39E-05 i.e. decreasing percent is 81.50% from its value in without reinforcement case. While for case of 

reinforcement with geosythetic the lateral strain εY arrived in this location to 2.61E-04i.e. decreasing percent is 

10.62% from its value in without reinforcement case.  Figures show that there is no change in lateral strain εY 

distribution in others cases and case without reinforcement. 
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Fig. 12. Lateral strain εY due to vertical pressure of 

wheel versus section depth for expressway section 

with and without geosynthetics reinforcement 

 

Fig. 11. Lateral strain εY due to vertical pressure of 

wheel versus section depth for expressway section 

with and without steel reinforcement 

 

Fig. 13. Lateral strain εY due to vertical pressure of 

wheel versus section depth for freeway section 

with and without steel reinforcement 

 

Fig. 14. Lateral strain εY due to vertical pressure of 

wheel versus section depth for freeway section with 

and without geosynthetics reinforcement 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

4.2 Results of sections affected by vertical loads and friction force 

4.2.1Vertical stress 

Figures (15) to (20) present the variation of vertical stress σZ at bottom of base layer in studied sections 

vertical pressure of wheel and horizontal force due to friction and illustrate the effect of adding reinforcement 

with different locations. Figures (15) and (16) for local road section show that the vertical stress σZ in without 

reinforcement case start increase from -4.00E+04Pa under the center line of the wheel load to -4.15E+04 Pa at 

0.17 m from center line of the wheel load and then decreases to decay at the end of section width. Figures also 

show that there is no change in cases reinforcement at bottom of wearing surface. Figures also show that there is 

a noticeable change after adding the steel reinforcement at middle of base layer the steel reinforcement at middle 
of base layer, the vertical stress σZ start increase from -3.64E+04 Pa i.e. decrease percent is 8.9% under the 

center line of the wheel load to -3.88E+04 Pa i.e. decrease percent is 12.29% at 0.17 m from center line of the 

wheel load and then decreases to decay at the end of section width, while for case of reinforcement with 

geosythetic there is no change.  

Figures illustrate that there is a drastic change in vertical stress σZ values when the steel reinforcement 

was added at bottom of base layer, The vertical stress σZ start increase from -2.04E+04Pa i.e. decrease percent is 

48.75% under the center line of the wheel load to -2.14E+04Pa i.e. decrease percent is 48.47%  at 0.17 m from 

center line of the wheel load and then decreases to decay at the end of section width, while in case of 

reinforcement with geosythetic ,the vertical stress σZ start increase from -2.56E+04Pa i.e. decrease percent is 

35.91% under the center line of the wheel load to -2.68E+04Pa i.e. decrease percent is 35.45% at 0.17 m from 

center line of the wheel load and then decreases to decay at the end of section width.  

Figures (17) and (18) for expressway section show that the vertical stress σZ in without reinforcement 
case start increase from -3.13+04Pa under the center line of the wheel load to -3.14E+04Pa at 0.17 m from 

center line of the wheel load and then decreases to decay at the end of section width. Figures also show that 

there is a noticeable change when we add the steel reinforcement at middle of base layer, the vertical stress σZ 

start increase from -2.86E+04 Pa i.e. decrease percent is 8.5% under the center line of the wheel load to -
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Fig. 15. Vertical stress σZ due to vertical pressure 
of wheel and friction force at bottom of base 

layer for local road section with and without 

steel reinforcement 

 

Fig. 16. Vertical stress σZ due to vertical pressure 
of wheel and friction force at bottom of base layer 

for local road section section with and without 

geosynthetics reinforcement 

2.88E+04 Pa i.e. decrease percent is 8.29% at 0.20 m from center line of the wheel load and then decreases to 

decay at the end of section width.. Figures also illustrate that there is a drastic change in vertical stress σZ values 

when the steel reinforcement was added at bottom of base layer, The vertical stress σZ start from -1.62E+04 Pa 

i.e. decrease percent is 48.5% under the center line of the wheel load and still at same value  to 0.17 m from 

center line of the wheel load and then decreases to decay at the end of section width, while in case of 

reinforcement with geosythetic The vertical stress σZ start from -2.00E+04 Pa i.e. decrease percent is 36% under 

the center line of the wheel load and still at same value to 0.17 m from center line of the wheel load and then 

decreases to decay at the end of section width. Figures show that there is no change in vertical stress σZ 

distribution in others cases and the case without reinforcement. 
 Figures (19) and (20) for freeway section display that the vertical stress σZ in without reinforcement 

case start from -2.67E+04 Pa under the center line of the wheel load and still at same value to 0.17 m from 

center line of the wheel load and then decreases to decay at the end of section width. Figures also show that 

there is no change in cases reinforcement at bottom of wearing surface and at bottom of binder layer. Figures 

also show that there is a noticeable change when we add the steel reinforcement at the end of bituminous base 

layer, the vertical stress σZ start from -2.55E+04 Pa i.e. decrease percent is 4.31% under the center line of the 

wheel load and still at same value to 0.17 m from center line of the wheel load and then decreases to decay at 

the end of section width, while there is no change in geosynthetic reinforcement at same location.  Figures also 

show that there is a noticeable change when we add the steel reinforcement at middle of base layer, the vertical 

stress σZ start from -2.38E+04 Pa i.e. decrease percent is 10.77% under the center line of the wheel load and still 

at same value to 0.17 m from center line of the wheel load and then decreases to decay at end of section width. 
Figures also show that there is a drastic change in vertical stress σZ values when the reinforcement was added at 

bottom of base layer. The vertical stress σZ start from -1.39E+04 Pa i.e. decrease percent is 48% under the center 

line of the wheel load and still at same value  to 0.17m from center line of the wheel load and then decreases to 

decay at end of section width, while in case of reinforcement with geosythetic, the vertical stress σZ start from -

1.70E+04pa i.e. decrease percent is 35.9% under the center line of the wheel load and still at same value  to 0.17 

m from center line of the wheel load and then decreases to decay at end of section width. 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

4.2.2 Lateral strain 

Figures (21) to (26) present the variation of lateral strain under the center line of the wheel through the 

depth of the studied sections due to vertical pressure of wheel and horizontal friction force. Figures (21) and 

(22) for local road section exhibit that the lateral strain εY start increase from 2.22E-04 at surface to 3.45E-04 at 

bottom of wearing surface layer then decrease to 2.15E-04 at 160mm from surface layer then increase to 3.61E-

04 at bottom of base layer and then decreases to decay. But for steel reinforcement at middle of base  layer the  

lateral strain  εY  start  increase  from 1.73E-04 at surface  to  2.81E-04  at  60mm from surface  thendecrease to  

5.12E-05 at middle of base  then  increase to 2.08E-04 i.e. 42.35% of ordinary value at bottom of base layer then 

decreases to decay. 
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Fig. 18. Vertical stress σZ due to vertical pressure of 

wheel and friction force at bottom of base layer for 

expressway section with and without geosynthetics 

reinforcement 

Fig. 17. Vertical stress σZ due to vertical pressure 

of wheel and friction force at bottom of base layer 

for expressway section with and without steel 

reinforcement 

 

Fig. 19. Vertical stress σZ due to vertical pressure 

of wheel and friction force at bottom of base 

layer for freeway section with and without steel 

reinforcement 

 

Fig. 20. Vertical stress σZ due to vertical pressure 

of wheel and friction force at bottom of base layer 

for freeway section with and without 

geosynthetics reinforcement 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figures also show the lateral strain εY in geosynthetic reinforcement at bottom of base layer decreased 

by 10.8% from values in without reinforcement case. And for steel reinforcement the lateral strain εY start 

increase from 1.97E-04 at surface to 2.90E-04 at 60mm from surface then decrease 6.06E-05 at bottom of base 

layer i.e. decreasing percent is 83.60% from its value in without reinforcement case and then decreases to decay. 

Figures (23) and (24) for expressway section show that the horizontal lateral strain εY start  increase 

from 1.84E-04 at surface to 1.91E-04 at 20mm from surface layer then decrease to 1.11E-04 at 180mm from 

surface layer then increase to 2.32E-04 at bottom of base layer then decreases to decay. Figures show in case 
steel reinforcement at bottom of wearing surface layer  the lateral strain εY start increase from 9.85E-05 at 

surface to 1.04E-04 at 10mm from surface then decrease to 6.18E-05 at 50mm from surface layer then increase 

to 2.79E-04 at surface of sub grade and then decreases to decay. Figures also show in case of steel reinforcement 

at bottom of binder layer the lateral strain εY start increase from 1.41E-04 at surface to 1.46E-04 at 10mm from 

surface then decrease to 4.96E-05 at 160mm from surface layer then increase to 2.40E-04 i.e. 10% of original 

case at surface of sub grade and then decreases to decay. Figures also show in case of steel reinforcement at 

middle of base layer the lateral strain εY start increase from 1.66E-04 at surface to 1.71E-04 at 10mm from 

surface then decrease to 4.00E-05 at 250mm from surface layer then increase to 1.66E-04 i.e. 37.9% of ordinary 

value at surface of sub grade and then decreases to decay. Figures also illustrates that no change in the lateral 

strain εY values between adding the geosynthetic reinforcement at bottom of base layer  and the case without 

reinforcement from surface to subgrade but the lateral strain εY at surface of subgrade decreased by 10.8% from 

the lateral strain εY in without reinforcement case. And for steel reinforcement the lateral strain εY start increase 
from 1.85E-04 at surface to 1.89E-04 at 10mm from surface then decrease to4.44E-05 at 290 mm from surface 

layer then increased to to5.11E-05 i.e. 80.75% of ordinary value at bottom of base layer and then decreases to 

decay. Figures show that there is no change in lateral strain εY distribution in others cases and the case without 

reinforcement.  
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Fig. 21. Lateral strain εY due to vertical pressure of 

wheel and friction force versus section depth for 

local road with and without steel reinforcement 

 

Fig. 22. Lateral strain εY due to vertical pressure of wheel 

and friction force versus section depth for local road 

section with and without geosynthetics reinforcement 

 

Figures (25) and (26) for freeway section clarify that the lateral strain εY start increase from 1.48E-04at 

surface to 1.55E-04 at 20mm from surface layer then decrease to 6.98E-05 at 190mm from surface layer then 

increase to 2.13E-04 at bottom of base layer and then decreases to decay. For steel reinforcement at bottom of 

wearing surface the lateral strain εY start increase from 8.00E-05 at surface to 8.65E-05 at 10mm from surface 

then decrease to 4.63E-05 at 50mm from surface layer then increase to 2.27-04 at bottom of base layer and then 

decreases to decay. In case of steel r at bottom of binder layer the lateral strain εY start increase from 1.29E-04 at 

surface to 1.35E-04 at 10mm from surface then decrease to 4.96E-05 at 110mm from surface layer then increase 

to 2.10E-04at bottom of base layer and then decreases to decay. Figures show in case steel reinforcement at 

bottom of bituminous base layer the lateral strain εY start increase from 1.27E-04 at surface to 1.32E-04 at 
20mm from surface then decrease to 4.14E-05 at 190mm from surface layer then increase to 1.79E-04 i.e. 16% 

of ordinary value at bottom of base layer and then decreases to decay.  

Figures also present that no change in the lateral strain εY values between adding the geosynthetic 

reinforcement at the middle of base layer and the case without reinforcement from surface to subgrade but the 

lateral strain εY at surface of subgrade decreased by 10.8%  from  the  lateral strain εY in without reinforcement 

case, while for steel reinforcement at the same location the lateral strain εY start increase from 1.44E-04 at 

surface to 1.48E-04 at 10mm from surface then decrease to 3.59E-05 at 250mm from surface layer then increase 

to 1.23E-04 i.e. 42.16%of ordinary value at bottom of base layer and then decreases to decay. Figures also 

illustrate that no change in the lateral strain εY values between adding the geosynthetic reinforcement at bottom 

of base layer and the case without reinforcement from surface to subgrade. But the lateral strain εY at surface of 

subgrade decreased by 8% from the lateral strain εY in without reinforcement case, while for steel reinforcement 
the lateral    strain   εY     start increase from 1.59E-04 at surface to 1.63E-04 at 10mm from surface then decrease 

to4.44E-05 at 170 mm from surface layer then increased to to4.63E-05 i.e. 78.30% of ordinary  value  at  bottom  

of  base  layer then decreases to decay. Figures show that there is no change in lateral strain εY distribution in 

others cases and the case without reinforcement. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

4.3 Comparison between the reinforced flexible pavements sections and rigid pavement section 

4.3.1 Vertical stress  

The variation of vertical stress σZ at top of subgrade for studied paving sections with steel or 

geosynthetic reinforcement and selected rigid pavement section 20cm reinforced concrete slab with steel 

diameter is 8 mm and rested on 15cm sub base layer is shown in figures (27) and (28). From figure (27) it is 

clear that the values of vertical stress σZ in section reinforced with steel mesh are lower than the values in 

section reinforced with geosynthetic. Figure (28) show that the value of vertical stress σZ under the wheel in 

rigid pavement section is lower with15.93% than value in local road section reinforced with steel, but it is 

greater with 15.64% than values in expressway section reinforced with steel and greater with 29.85% than the 

stress in freeway section reinforced with steel. 
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Fig. 23. Lateral strain εY due to vertical 

pressure of wheel and friction force versus 

section depth for expressway section with and 

without steel reinforcement 

 

Fig. 24. Lateral strain εY due to vertical pressure 

of wheel and friction force versus section depth 

for expressway section with and without 

geosynthetics reinforcement 

 

Fig. 25. Lateral strain εY due to vertical pressure of 

wheel and friction force versus section depth for 

freeway section with and without steel reinforcement 

 

Fig. 26. Lateral strain εY due to vertical pressure of 

wheel and friction force versus section depth for freeway 

section with and without geosynthetics reinforcement 

 

Fig. 27. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for investigated sections 

with steel reinforcement or geosynthetics reinforcement 

 

Fig. 28. Vertical stress σZ due to vertical pressure of 

wheel at bottom of base layer for investigated 

sections with steel reinforcement or rigid pavement 

section 

  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

4.3.2 Lateral strain 

Lateral strain εY values under the centerline of the wheel load at top of subgrade for studied sections 

with steel or geosynthetic reinforcement and selected rigid pavement section (20cm reinforced concrete slab 

with steel diameter is 8 mm and rested on 15cm sub base layer) are shown in Table (5). From this table it is 
clear that the values of lateral strain εY in steel reinforced sections are decreased than its values in geosynthetic 

reinforced sections. Table also shows that the values of lateral strain εY in rigid pavement section are lower with 

7% than value in local road section reinforced with steel but it is greater with 1.1% than values in expressway 

section reinforced with steel and greater with 12.50% than the stress in freeway section reinforced with steel. 
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Table 5. Lateral strain εY at top of subgrade due to vertical pressure of wheel for studied sections 

with steel reinforcement or geosynthetics reinforcement and rigid pavement section 

Reinforcement Type Section Lateral Strain 

Geosythetics Reinforcement 

Local Road 4.12E-04 

Expressway 3.15E-04 

Freeway 2.61E-04 

Steel Reinforcement 

Local Road 6.52E-05 

Expressway 5.90E-05 

Freeway 5.39E-05 

Rigid Pavement Section 5.80E-05 

 

V. CONCLUSION 
Based on the previous analysis the following conclusions are given: 

1. Bottom of base layer was found to be the most suitable location of reinforcing where the maximum 

reduction in vertical stress and lateral stain is occurred in all investigated sections.  
2. Vertical stress σZ under middle of wheel at bottom of base layer in steel wire grid reinforced paving sections 

subjected to vertical load due to wheel pressure only is decreased with about 48% from without 

reinforcement cases in the investigated three sections, while in geosynthetic reinforcement cases the 

decreasing percent is about 35% from without reinforcement cases.  

3. In cases paving sections subjected to vertical load due to wheel pressure and horizontal friction force, the 

vertical stress σZ under center line of wheel at bottom of base layer in steel wire grid reinforced cases is 

decreased with about 48.75% from without reinforcement cases in the investigated three sections, while in 

geosynthetic reinforcement cases the decreasing percent is about 36% from without reinforcement cases. 

4. Lateral strain εY under the centerline of the wheel load at the bottom of base layer in steel wire grid 

reinforced paving sections subjected to vertical load due to wheel pressure only is decreased from without 

reinforcement sections, with 86.70% in local road section, 83.60% in expressway section and81.50%in 

freeway section, while in geosynthetic reinforcement cases the decreasing percents are 16%, 12.55% and 
10.62% respectively. 

5. In cases paving sections subjected to vertical load due to wheel pressure and horizontal friction force, lateral 

strain εY under the centerline of the wheel load at the bottom of base layer in steel wire grid reinforced cases 

is decreased from without reinforcement sections with 83.60% in local road section, 80.75%in expressway 

section and78.30%in freeway section, while in geosynthetic reinforcement cases the decreasing percents are 

10.8% in sections local road section and expressway section while 8% for freeway section. 

6. Lateral strain εY under the centerline of the wheel load at top of subgrade in selected rigid pavement section 

is lower with 7% than value in local road section reinforced with steel but it is greater with 1.1% than values 

in expressway section reinforced with steel and greater with 12.50% than the stress in freeway section 

reinforced with steel. 

7. Vertical stress σZ at top of subgrade in selected rigid pavement section is lower with15.93% than value in 
local road section reinforced with steel, but it is greater with 15.64% than values in expressway section 

reinforced with steel and greater with 29.85% than the stress in freeway section reinforced with steel. 

8. Investigators recommend in future work: 

 An economic study to assess the benefit of using proposed strengthening technique. 

 Enhance the analysis to include the environmental effects on the reinforced paving sections. 

 Investigate the effect of dynamic loading on the reinforced paving sections. 
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 Abstract: - This paper presents an innovative project design of a pressure sensor based swift response anti-

collision system for an automatic railway gate control. By replacing the manual system of railway gate control 

at the level crossing it has been develop an automatic system in which the arrival and departure of the train will 

be sensed automatically to control the gate. The novelty of this project based paper is the use of pressure switch 

which has been integrated in this anti-collision system for the railway. By chance if a vehicle gets stuck at the 
level crossing of the rail-line, the pressure sensor will detect the object and will take necessary action by 

following the developed algorithm. The whole operation of this project has been controlled by a Microcontroller 

PIC16F84A. Two IR sensors have been used to detect the arrival and departure of the train. IR sensor will give 

the signal to the Microcontroller and the Microcontroller will pass this signal to the DC motor and it will rotate 

as its requirement. This noble project is very much reliable, safe and cost effective. 

 

Keywords: - Anti-collision, Automatic, Microcontroller, MPLAB IDE, Proteus, Receiver, Sensor, Transmitter. 

 

I. INTRODUCTION  
 Now a days in Bangladesh numerous number of railways are running on track every day. A railway has 

its way of running that is straight and it is risky and dangerous as per as public and traffic concern. Every year 

many people died at the level crossing of the rail-line due to the carelessness of the gate keeper. Also some 

major collisions occur when any vehicle gets stuck at the level crossing. The rate of these accidents is increasing 

day by day. That’s why our concept is to make an automatic system to avoid the collisions at the level crossing 

of the rail-line. 

 An automatic railway gate control system is an arrangement of physical components which sense the 

arrival of the train and make the gate pull up and pull down automatically. As a train approaches at the railway 

crossing from either side, the sensors placed at a certain distance from the gate detect the approaching train and 

accordingly controls the operation of the gate. Also an indicator light has been provided to alert the driver of the 

train if any vehicle or living object gets stuck at the level crossing of the rail-line. [1] 

By employing the automatic gate control at the railway level crossing the arrival of the trains are detected by the 

IR sensors placed on either side of the gate. Once the arrival is sensed, the sensed signal is sent to the 

microcontroller and it checks the possible presence of any vehicle between the gates, again using sensor. Once 

no vehicle is sensed in between the railway gate then the motor is activated and the gates are closed. But if any 

obstacle is sensed it is indicated to the train drivers and necessary steps are taken according to solve the 

emergency problems. When the train is passed through using the same process gate is opened. 

Earlier, railway gate is controlled manually all over the world. Now a day’s many countries of the world are 

practicing automatic railway gate control system. But it was not the scenario in the late past. Walkie-talkie sets 

were provided to drivers and guards of all the trains for communication in static mode or at low speeds. VHF 
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sets was also used at stations on board gauge double line or multiple line sections so that train crew can 

communicate with the nearest station masters in the case of emergencies. In early age, guards used conventional 

kerosene lit tail lamps to pass the signals to the driver after closing the gates at the railway level crossing. But 

this system has less reliability. Due the carelessness of the gate keepers and the guards many accidents took 

place in the past. [2] 

     Now a days, a system has been designed to reduce the complexity and tried to make a reliable system. 

In this system when a train is about to its arrival at the railway crossing which is shown in Fig. 1, the station 

master informs the gate keeper who stands at the side of the railway gate by calling him through telephone and 

then he closes the gate so that the traffic cannot pass through the rail-line. Sooner he passes this information to 

the station master using same process and the station master gives signal to the train to pass through. When the 

train passes through the level crossing completely gate keeper gives this information to the station master and 

the station master gives him the right to open the gate.  

 Sometimes vehicles get stuck at the level crossing of the rail-line; at that time there is huge chance of 

occurrence of accident. In fact, such situation triggered many accidents in the past. The ordinary system of 

railway gate control has no safety purpose as it is operated manually. In manual system, road users have to 

suffer many hours at the level crossing due to the laziness of the gatekeeper. And the more important thing there 

is no anti-collision system in manual operated railway gate control system. 

 

 
Fig. 1.  Oldest technique of gate control [3] 

 

II. OVERVIEW OF THE PROJECT 
2.1  Block Diagram of the Project 

 We can describe the whole operation of the circuit briefly by using some block diagrams. A block 

diagram is a graphical method used to explain the concept of a system without the need to understand the 

individual components within that system. This type of diagram might be used in a variety of industries to 

illustrate and educate individuals about how a system operates, either in part or in its entirety. Block diagrams 

usually will have a logical, methodical flow from beginning to end. [4] 
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Fig. 2.  Proposed technical block diagram 

 

 
 

Fig. 3.  Proposed implementation planning 

 To describe the whole operation of the project, we need to explain the two block diagrams in Fig. 2 and 

Fig. 3. We are placing the IR transmitter in the train so that it would only be activated when it would be closer to 

the receiver. We need to select the side from which the train is coming. If we consider the train is coming from 

the left side of the track (Fig. 3) then if the train touches the IR-1 (Receiver) it will send the signal to the 

Microcontroller and the microcontroller pass this signal to the motor driver controller. It will drive the motor in 

its way. In our project it will rotate at anti-clock wise position if it gets signal from the IR-1 in Fig. 2. 

 When the gate is closing down it will stop and check at 45° for any presence of the vehicle from the 

pressure sensor. If no vehicle gets stuck at the level crossing, then our Microcontroller will allow the gate to be 

closed at 90°.If the microcontroller could sense any presence of the vehicle at the level crossing it will send 

signal to the motor and it will stop at 45°. It will also give an emergency signal to train driver so that the driver 

of the train could take necessary actions to avoid the collision in Fig. 2 and Fig. 3. At the time of departure of 

the train, it will touch the sensor IR-2 and it will send signal to the Microcontroller and our Microcontroller will 
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allow the gate to rotate at clock wise direction. And that’s how the gate could come in its initial position. 

In practical case, the IR receiver will be placed 1 km away from the level crossing and so that the train could 

reduce its speed when an object gets stuck at the level crossing. 

 

2.2 Flow Chart 

 
 

Fig. 4.  Flow Chart 

 

2.3 Algorithm 

The algorithms used in the flow chart in Fig. 4 are described in steps. 

 Start. 

 Set the variables. 

 Make initial settings for the signal of the train. 

 Check the arrivals of the train in either direction by the IR-1 sensor. If train is sensed then go step-5 

otherwise go the step-2. 

 If the arrival of the train is sensed then the gate is closed up to 45° and check for the vehicle that gets stuck. 

If any vehicle gets stuck it would be Stop otherwise go to Step- 6. 

 Close the gate. 

 The departures of the train are sensed then go to Step-8 otherwise goes to Step-6. 

 Open the gate. 
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III. SOFTWARE INTERFACING 
Compiling the code for microcontroller, MPLAB IDE is the best solution. For burning the code to the 

microcontroller PICkit2 is very efficient. For showing the circuits and simulation virtually Proteus is perfect for 

this job. 

 

3.1  MPLAB Integrated Development Environment 

 MPLAB Integrated Development Environment (IDE) is a full-featured compiler for PIC devices from 

Microchip. It is called an Integrated Development Environment, or IDE, because it provides a single integrated 

environment to develop code for embedded microcontrollers. It is the best solution for developing code for PIC 

devices. It includes a host of free software components for fast application development and supercharged 

debugging. MPLAB IDE also serves as a single, unified graphical user interface. [5]  

 

3.2  Working with MPLAB IDE 

 Starting with MPLAB at first we need to create a project from project wizard. From there a language 

tool needs to select which is shown in Fig. 5. Then have to create a project with a valid name. After that others 

file or work can be included from there. Then new file should be created for writing the code. For assembly 

language file name should be "filename.asm" format. From source that assembly file should be include. 

 

 
 

Fig. 5.  Selecting compiler language 

 

3.3  Features of MPLAB IDE 

Some features of MPLAB IDE is given below: 

 It assembles, compile and link the source code.  

 It debugs the executable logic by watching program flow with the built-in. 

 Simulator or in real time with in-circuit emulators or in-circuit debuggers.  

 It makes timing measurements with the simulator or emulator.  

 It views variables in watch windows.  

 Program firmware into devices with device programmers. 

 These are the features of MPLAB IDE. [5] 

 

3.4  Proteus 

 Proteus software is renowned to all for software simulation. Proteus is the software of “LABCENTER” 

Electronics. It is even possible to connect Proteus VSM with third party software debugger, and watch animated 

schematic diagram at work as if it was real hardware. [6] This software has a library. From this library any 

components can be include in the circuit for simulation. It has thousands of components that use in real life 
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which is shown in Fig. 6 and for a certain period of time library can be updated by internet. It is the professional 

software for embedded designers. It helps a designer to complete the work.   

 

                                     
 

Fig. 6.  Picking up devices from Proteus Library 

 

3.5  Working with Proteus 

 The Proteus is the simple and most essential software with latest technology for circuit implementation 

and simulation. It has ISIS which is for circuit design and simulation and ARES which is for PCB designing. 

Starting the software there is a library for including the components. Including necessary components it can be 

simulate after building the circuit. It is necessary to give corresponding information to the components and 

microcontroller needs to include the hex file for its necessary work. 

3.6  Applications of Proteus software 

 Microcontrollers are widely applied in the field of industry to solve engineering control problems. A 

new simulation software package for microcontroller, Proteus virtual system modeling (VSM), is introduced for 

industrial and educational use. Proteus combines circuit simulation, animated components and microprocessor 

models to facilitate co-simulation of complete microcontroller based designs. Proteus makes it possible to 

develop and test designs before a physical prototype is constructed. Proteus is very suited for teaching students 

about the design and operation of microcontroller-based systems. [7] – [8]. 

 

IV. SIMULATION AND RESULT ANALYSIS 
 This project is about the implementation of a smart anti-collision system as well as to control the 

railway gate automatically. By studying the rate of accidents in our country we are trying to reduce or minimize 

the accidents by using an automatic system. This is a system which is designed using Microcontroller 16F84A.  

4.1  Proposed Circuit Design 

 We have built the circuit to simulate our project using Proteus v7.8 which is shown in Fig. 7. We are 

using this software because this is very much user friendly to design and simulate any circuits instead of using 

other software’s. The design of the circuit in Proteus is given below. 
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 As IR sensor is not available in Proteus we are using push button here. Here two push buttons are used 

to instead of using IR-1 and IR-2 and that stands for closing and opening the gate. Another button is used for 

checking at 45° and other stands for giving the presence of vehicle if that gets stuck. We are using four more 

push buttons directly connected with the motors as we are using DC motor. It will work as a trip switch. LED 

D1 is used to give signal to the train if any vehicle or living object gets stuck at the level crossing of rail-line. 

We can explain the whole operation and its results using the following figure. 

 

                                   
Fig. 7.  Circuit design using Proteus 

 

4.2  Results in Three Different Cases 

Result part presents three important cases here. Those are: 

 When the train arrives 

 When the train leaves 

 When any vehicle gets stuck 

 

 

 

4.2.1  Train Arrival Detections 

 

Fig. 8.  Arrival of the train detections 
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 As the gate will always check at 45° it would always be closed as we can see from the figure. When the 

train is coming we need to close the push button named as Close. So the gate will be closing down and at 45° it 

will check for the presence of any vehicle that gets stuck. If any object is not found then the gate it is closed 

properly. That’s why it is rotating in anti-clock wise direction shown in Fig. 8. 

As it is not sensing any living object at the level crossing so the emergency light D1 will remain off. 

 

4.2.2  Departure of the Train Detections 

 

 
Fig. 9.  Departure of the train detections 

Fig. 10.   

 To show the departure of the train from the level crossing shown in Fig. 9 we need to open the CLOSE 

button and close the OPEN button. As soon as we close this button, it will send signal to the Microcontroller and 

motor will rotate in clock wise position so that the gate can open and allow the vehicle to pass through the level 

crossing.  

As our Microcontroller is not getting any signal from the pressure switch emergency light indicator D1 will 

remain off. 

 

4.2.3  When a Vehicle Gets Stuck 

 

 
 

Fig. 11.  Pressure switch is activated 
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 For this operation in Fig. 10 we need to activate the pressure switch as well as to CLOSE button. So the 

gate is closing down it will check at 45° and it will get a signal of any living object that gets stuck at the level 

crossing of the rail-line. So our Microcontroller will give signal to the motor to Stop and send this emergency 

signal to the train driver making the emergency light ON. As we can see from the figure D1 is activated and 

that’s how train driver will take necessary actions to reduce the accident. 

 

V. DESIGN PROTOTYPE 
We have designed the PCB layout after implementing the whole circuit on the bread board to check whether it 

works properly or not. 

 

5.1  PCB Design (Front and Back) 

 
Fig. 12.  Back part of the PCB layout 

 

 As we are making a model of the whole project, it would not be possible to test its functionality with 

the practical railway system. That’s why using a demo train we had observe its functionality. When every 

function of the project runs properly then the PCB layout has been designed which is shown is Fig. 11 and Fig. 

12 and implemented the circuit on the PCB. 

 

 
Fig. 13.  Front part of the PCB layout 
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5.2  Physical Construction 

 

Fig. 14.  Physical construction                              Fig. 15.  Physical construction 

 

 
 

Fig. 15.  An automatic railway gate control 

 

The above Fig. 13 and Fig.14 present the physical of the actual implemented hardware. Fig. 15 is the total 

design prototype and it also shows how the pressure sensed automatic gate control system will be placed. 
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VI. CONCLUSION 
 The pressure sensed anti-collision system for an automatic railway gate control is developed to reduce 

the loss of death and injuries for the human at the level crossing of the rail-line. An automatic system is more 

reliable than a manual system. That’s why this project is very much effective and efficient considering the safety 

of the human life. In this project, all the apparatus were handled safely to avoid unexpected short circuit. The 

novelty of this project is the safety of the human life at the level crossing of the railway. 

 

VII.    FUTURE WORK 
 There are many scopes to improve this project in future. If we overlook the whole project we can get 

the idea of using RF module instead of using wire for the transmission of signal. Another improvement of this 

project could be the sector of pressure switch. Instead of using this, a high-tech load sensor could be used so that 

it could give the actual rating of the vehicle that gets stuck at the level crossing. So, it is expected that more 

works will be done on relevant project in near future. 
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Abstract: - Demand for energy is increasing day by day because of increasing the residents and 

industrialization.  In this critical stage of energy crisis, renewable energy is one of the most important substitute 
energy sources. Electricity consumption in India has more than doubled in the last decade, outpacing economic 

growth. The paper presents a study and design of a complete hybrid renewable power system model for day to 

day load demand of Metropolitan cities in India. The optimized renewable energy power systems for four 

different locations are presented. The possible sources of powers are photovoltaic and wind turbine system and 

two possible storage systems are a battery bank and a hydrogen storage fuel cell system. The proposed power 

system is   photovoltaic-wind system. The sizing, optimization and economic estimation of the systems were 

performed using HOMER software. HOMER solves the optimization problem to minimize the total cost and 

provides the optimum photovoltaic, wind turbine, battery and fuel cell ratings. In addition, a comparison 

between the three different suggested power system configurations is illustrated in details.  

 

Keywords: - Optimization, Modeling, Simulation, Net present cost, Homer, Sizing 

 

I. INTRODUCTION 
  India‘s significant and sustained economic growth is placing enormous demand on its energy 

resources. However, there is a pervasive demand-supply imbalance that necessitates serious efforts by the 

government of India to augment energy supplies. The country imports about 80 percent of its oil. With the threat 

of a further increase in oil prices, serious problems with regard to energy security is anticipated. India also runs 

the substantial risk of lesser thermal capacity being installed. While dependence on imported coal is increasing, 

supply of indigenous coal is likely to decrease in the coming years because of production and logistic constraints 

[1]. Economic growth, increasing prosperity and urbanization, rise in per capita consumption, and spread of 

energy access are the key factors that would be responsible for substantially increasing the total demand for 

electricity. Thus there is an emerging energy supply-demand imbalance. According to a Central Electricity 

Authority report, the anticipated energy and peaking shortage in the country is estimated to be 10.3 percent and 

12.9 percent, respectively, in 2011 and 2012. 
  Renewable energy can make a substantial contribution in each of the above mentioned areas. It is in 

this context that the role of renewable energy needs to be seen. It is no longer ―alternate energy‖, but is 

increasingly becoming a vital part of the solution to the nation‘s energy needs. In terms of all renewable energy 

categories, India is currently ranked fifth in the world with 15,691.4 MW grid connected and 367.9 MW off-grid 

renewable-energy based power capacity [1]. 

 This paper proposes three different renewable energy system models for four different locations in India. 

 

II. SYSTEM SPECIFICATIONS 
2.1 Homer 
 HOMER (Hybrid optimization model for electric renewable) Simulation simulates the operation of a 

system by making energy balance calculations for each of the 8,760 hours in a year. For each hour, HOMER 
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compares the electric and thermal load in the hour to the energy that the system can supply in that hour. For 

systems that include batteries or fuel-powered generators, HOMER also decides for each hour how to operate 

the generators and whether to charge or discharge the batteries. If the system meets the loads for the entire year, 

HOMER estimates the lifecycle cost of the system, accounting for the capital, replacement, operation and 

maintenance, fuel and interest costs [2].  

 

2.2 Study Locations 

An Indian metropolitan cities was taken for the study. 

Chennai (Latitude 13° 04' N, Longitude 80° 17' E) is the capital city of Tamil Nadu. Located on the 

Coromandel Coast of the Bay of Bengal. As of the 2011 census, the city had 4.68 million residents making it the 
sixth most populous city in India, the urban agglomeration, which comprises the city and its suburbs, was home 

to approximately 8.9 million, making it the fourth most populous metropolitan area in the country [4]. 

Kolkata (Latitude 22° 57' N, Longitude 88° 36' E) is the capital of West Bengal. Located on the east bank of the 

Hooghly river. As of 2011, the city had 4.5 million residents; the urban agglomeration, which comprises the city 

and its suburbs, was home to approximately 14.1 million, making it the third-most populous metropolitan area in 

India. Kolkata confronts substantial urban pollution, traffic congestion, poverty, overpopulation, and other 

logistic and socioeconomic problems [4]. 

Mumbai (Latitude 19° 07' N, Longitude 72° 87' E) is the capital of Maharashtra. It is the most populous city in 

India, and the fourth most populous city in the world, with a total metropolitan area population of approximately 

20.5 million. Mumbai lies on the west coast of India and has a deep natural harbor [4].  

Delhi (Latitude 28° 63' N, Longitude 77° 22' E), officially the National Capital Territory of Delhi (NCT) that 
includes the Indian capital is the largest metropolis of India. With the population of 16.7 million in 2011. There 

are nearly 22.2 million residents in the greater NCR urban area, which includes the neighboring cities of 

Baghpat, Gurgaon, Sonepat, Faridabad, Ghaziabad, Noida and Greater Noida along with other smaller nearby 

towns [4]. 

 

2.3 Load Profile 

 A typical electrical load system shown in Table I for single residence has been considered for load 

analysis. For a particular residence we consider a fluorescent light, fan, television, compact disc player, 

computer, water heater and other small loads. In HOMER made a 24 hours load profile for a single home [2]. If 

we consider an average load demand of all locations are same. The total electrical load demand for the residence 

is 2kWh / day, 350W peak. Fig. 1 Shows the daily load    profile  a  small  base  load of 100W  

  
TABLE 1 LOAD DETAILS OF SINGLE HOME USER 

Appliances Number Wattage 

Florescence 

light 
2 20 

Fan 1 80 

TV 1 100 

CD Players 1 80 

Computer 1 150 

Water Heater 1 150 

Others 2 50 

Total capacity 630 

 

occurs throughout the day and night. Small peaks of 300W occur at morning and at night, while the majority of 

the load occurs in the evening.  
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FIG. 1.DAILY LOAD PROFILE 

 
The evening load, with a peak load of 600 W, would likely include fluorescent lighting, television load, fan, 

computer and audio system. 

 

2.4 System Components 

2.4.1 Photovoltaic (PV) 

 Solar energy is the most promising of the renewable energy sources in view of its apparent unlimited 

potential. The sun radiates its energy at the rate of about 3.8 x 1023 kW per second. Most of this energy is 

transmitted radially as electromagnetic radiation which comes to about 1.5kW/m2 at the boundary of the 

atmosphere. After traversing the atmosphere, a square meter of the earth's surface can receive as much as 1kW 

of solar power, averaging to about 0.5 over all hours of daylight. Solar radiation data for the study regions was 

obtained from Synergy Environmental Engineers (India) Private Limited web site. The Synergy Environmental 

Engineers (India) Private Limited has been monitoring solar radiation data in India at for the last many years. 
Monthly clearness index and radiation data is shown in table II [5]. 

 

TABLE 2 MONTHLY CLEARNESS INDEX AND RADIATION DATA 

City / 

Month 

Chennai Kolcutta Mumbai Delhi 

A
*
 B

**
 A

*
 B

**
 A

*
 B

**
 A

*
 B

**
 

Jan 0.581 4.93 0.663 4.67 0.698 5.32 0.602 3.66 

Feb 0.636 5.89 0.604 4.9 0.728 6.25 0.638 4.65 

Mar 0.659 6.64 0.589 5.54 0.726 7.05 0.66 5.85 

Apr 0.637 6.72 0.527 5.51 0.701 7.38 0.659 6.76 

May 0.577 6.12 0.5 5.5 0.674 7.33 0.638 7.08 

Jun 0.498 5.24 0.315 3.51 0.516 5.64 0.58 6.6 

Jul 0.45 4.73 0.323 3.56 0.46 5 0.512 5.74 

Aug 0.457 4.8 0.351 3.73 0.483 5.12 0.513 5.4 

Sep 0.492 5.01 0.352 3.43 0.568 5.65 0.564 5.25 

Oct 0.467 4.42 0.477 4.04 0.644 5.72 0.685 5.3 

Nov 0.471 4.06 0.62 4.5 0.689 5.38 0.68 4.31 

Dec 0.539 4.42 0.663 4.43 0.686 5 0.623 3.55 

Ave 0.539 5.248 0.499 4.443 0.631 5.903 0.613 5.346 

  *Clearness index   ** Radiation 

 

2.4.2 Wind turbine system 

 The energy available in the wind depends on the density and air velocity. The density, as any other gas, 

changes with the temperature and pressure which varies with the high level of the sea. The energy of a mass of 

air which is displaced is determined by the Kinetic Energy (K.E) flux [2]. The hub height of the wind turbine 

system is 10m. Wind speed details of study areas are shown in table III [5].  
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TABLE 3 MONTHLY WIND SPEED DATA 

City / Month Chennai Kolcutta Mumbai Delhi 

Jan 4.87 1.63 3.84 2.77 

Feb 4.46 2.00 4.66 3.13 

Mar 4.45 2.27 5.10 3.46 

Apr 4.49 3.10 5.62 3.87 

May 4.86 3.15 5.67 4.02 

Jun 5.52 2.87 5.64 4.11 

Jul 5.30 2.56 6.46 3.39 

Aug 5.24 2.19 5.84 2.91 

Sep 3.83 2.01 4.05 2.85 

Oct 3.56 1.43 3.48 2.16 

Nov 4.56 1.57 3.41 1.83 

Dec 5.28 1.54 3.45 2.40 

Ave 4.702 2.193 4.768 3.075 

 

2.4.3 Fuel cell 

 Hydrogen storage Fuel Cell (FC) is available in different configurations, power ranges, type of 

electrodes and operating characteristics. Proton Exchange Membrane (PEM) FC has a good start up and shut 

down characteristics. The basic structure of PEM fuel cell has two electrodes (anode and cathode) separated by 

a solid membrane. In the hydrogen storage system, surplus renewable power goes to an electrolyzer which 

produces hydrogen. Hydrogen goes into a storage tank to be consumed by the fuel cell when required. Hydrogen 

fuel is fed continuously to the anode and air is fed to the cathode [3]. 

 

2.4.4 Electrolyzer and Hydrogen Tank  
 Hydrogen can be produced by the decomposition of water into its elementary components by passing 

the electric current. An electrolyzer consists of several cells connected in series. Two electrodes of the 

electrolyzer are separated by an aqueous electrolyte or solid polymer electrolyte. Electrical current through the 

electrolyzer enables the decomposition of water into hydrogen and oxygen. The hydrogen tank stores hydrogen 

produced by the electrolyzer for later use in a hydrogen-fueled generator. Homer assumes that the process of 

adding hydrogen to the tank requires no electricity, and that the tank experiences no leakage [3]. 

 

2.4.5 Battery 

 Battery bank is a conventional approach to store electrical energy with high efficiency. Its discharging 

level cannot exceed a minimum limit defined as depth of discharge. The capacity of the battery is so designed so 

as to supply the ultimate load during the non-wind hours. 

 

2.5 System Control 

 Homer model, the system control inputs define the operation of the battery bank and generators and 

dispatch strategy determines how the system charges the battery bank Fig. 2). The control strategies have been 

selected to see which is more suitable in the given constraints of the system. The simulation time step is 60 

minutes and set point charge for the batteries is at 80% [2]. 

 

 
Fig. 2 System control inputs 
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2.6 Economics 

Our plan is to minimize the total net present cost (NPC) and the optimal system configuration. Homer applies 

the economic inputs (Figure 3) to each system it simulates to calculate system‘s net present cost. 

 

 
Fig. 3 System economic inputs 

 

 

2.7 System constrains 

The constraints (Figure. 4) are conditions that system meet to be feasible. Infeasibility systems do not include 

operating in the sensitivity and optimization analysis [2].  

 

 
Fig. 4 System constraints 

 

III. METHODOLOGY 
 The proposed hybrid renewable system (Fig. 5) consists of a photovoltaic and wind turbine system. 

Hydrogen storage fuel cell, electrolzer and battery are back-up and storage system. The project lifetime is 

estimated at 25 years. The annual interest rate is fixed at 6%. 

 

 
Fig. 5 Hybrid RES 

 

IV. SIMULATION 
 In this paper we consider four metropolitan cities in India i.e. Chennai, Kolkata, Mumbai, New Delhi 

and load condition is 2KWh/day 350W peak for simulation. Components to be considered for stand-alone 

Photovoltaic Wind Hybrid Power System and storage medias are a Battery bank and a Hydrogen storage Fuel 

Cell system is shown in table IV. 
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TABLE 4 COMPONENTS ASSESSMENT 

Component Parameter 

PV Array 

Rated power 1KW DC 

Derating factor 90% 

Slope 23° 

Life time 20Years 

Wind 

turbine 

SW AIR X 

Rated power 0.55kW DC 

Hub height 15m 

Life time 15Years 

Electrolyzer 

Rated power 1KW DC 

Life time 15Years 

Efficiency 76% 

Hydrogen  

tank 

Size 1Kg 

Life time 25Years 

Fuel cell 

Rated power 1KW DC 

Life time 
40000 operating 

hrs 

Fuel Stored Hydrogen 

Battery 

Trojan T-105 

Nominal capacity 225Ah 

Nominal voltage 6V 

Batteries per 

string 
1 (6V Bus) 

Float life 10Years 

Load 

Primary Load 

Type of Load 
2kWh/Day 350W 

peak DC 

 

 HOMER performs the simulation for a number of prospective designed configurations. After 

examining every design, it selects the one that meets the load with the system constraints at the least life cycle 

cost. HOMER performs its optimization and sensitivity analysis across all mentioned components and their 

resources, technical, cost parameters, system constraints and sensitivity data over a range of exogenous variables 

[2]. Table V and VI shows the cost summary of the overall system and cost analysis of the three different 
Renewable Energy System (RES) options are compared regarding the least-cost scenario.  

 

TABLE 5 COST SUMMARY 

Component Rating Cost (INR) 

PV Panel 1kW 306000 

Wind Turbine 0.55kW 76500 

Electrolyzer 1kW 102000 

Hydrogen Tank 1Kg 66300 

Fuel Cell 2kW 153000 

Battery 6V, 225Ah 6120 

 

Table 6 Cost Analysis of 3 RES and 3 different locations 

Cost / Location 
Chennai 

RES 1 RES 2 RES 3 

System Combination 
Pv,  

Bat 

Pv, wind, 

Bat 

Pv, Fc, 

Bat, Ele 

Initial Capital (Rs.) 435,030 425,850 537,030 

Operating Cost 

(Rs./yr) 
17,901 18,972 17,544 

Total Net Present 

Cost (Rs.) 
663,714 668,610 761,022 
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Cost of energy 

(Rs./kWh) 
71.15 71.96 81.60 

  
 

 
 

Cost / Location 
Calcutta 

RES 1 RES 2 RES 3 

System Combination 
Pv, 

 Bat 

Pv, wind, 

Bat 

Pv, Fc, 

Bat, Ele 

Initial Capital (Rs.) 496,230 511,530 598,230 

Operating Cost 

(Rs./yr) 
18,411 20,910 18,054 

Total Net Present 

Cost (Rs.) 
731,901 779,025 829,209 

Cost of energy 

(Rs./kWh) 
78.44 83.49 88.84 

 
 

 
  

Cost / Location 
Mumbai 

RES 1 RES 2 RES 3 

System Combination 
Pv, 

 Bat 

Pv, wind, 

Bat 

Pv, Fc, 

Bat 

Initial Capital (Rs.) 410,550 450,330 512,550 

Operating Cost 

(Rs./yr) 
17,799 20,400 17,442 

Total Net Present 
Cost (Rs.) 

638,265 710,838 735,573 

Cost of energy 

(Rs./kWh) 
68.90 76.30 79.41 

 
 

 
  

Cost / Location 
New Delhi 

RES 1 RES 2 RES 3 

System Combination 
Pv, 

 Bat 

Pv, wind, 

Bat 
Pv, Fc 

Initial Capital (Rs.) 435,030 450,330 537,030 

Operating Cost 

(Rs./yr) 
17,901 20,400 17,544 

Total Net Present 

Cost (Rs.) 
663,714 710,838 761,022 

Cost of energy 

(Rs./kWh) 
71.25 76.25 81.70 

 Pv – Photovoltaic array    Wind - Wind turbine System 

 Bat – Battery  Fc – Fuel Cell 

 

Table 7 Electrical Production 

Components 

Chennai 

RES 1  
(Pv,Bat) 

RES 2 

(Pv, wind, 
Bat) 

RES 3 
(Pv, Fc) 

PV(kWh/Yr) 1,055 703 1,055 

Wind(kWh/Yr) - 538 - 

Total   1,055 1,241 1,055 

    

Components Calcutta 
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RES 1  

(Pv,Bat) 

RES 2 

(Pv, wind, 

Bat) 

RES 3 

(Pv, Fc) 

PV(kWh/Yr) 1,511 1,133 1,511 

Wind(kWh/Yr) - 149 - 

Total   1,511 1,282 1,511 

    

Components 

New Delhi 

RES 1  

(Pv,Bat) 

RES 2 

(Pv, wind, 

Bat) 

RES 3 

(Pv, Fc) 

PV(kWh/Yr) 1,175 783 1,175 

Wind(kWh/Yr) - 147 - 

Total   1,175 930 1,175 

    

Components 

Mumbai 

RES 1  

(Pv,Bat) 

RES 2 

(Pv, wind, 

Bat) 

RES 3 

(Pv, Fc) 

PV(kWh/Yr) 1,114 743 1,114 

Wind(kWh/Yr) - 152 - 

Total   1,114 895 1,114 

 

V. OPTIMIZATION 
 For the single residential load demand of metropolitan cities in India, various combinations have been 

obtained of hybrid systems with photovoltaic, wind turbines, fuel cell, batteries and converters from the 

HOMER Optimization. Sensitivity analysis   eliminates all infeasible combinations and ranks the feasible 

combinations taking into account uncertainty parameters [2].  

 HOMER allows taking into account future developments, such as increasing or decreasing load 

demand as well as changes regarding the resources, for example fluctuations in the river‘s water flow rate, wind 

speed variations or the biodiesel prices. In this model the various sensitive variables are considered to select the 

best suited combination for the hybrid system to serve the load demand [2]. 

 

 
 

 
i. Chennai 
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Figure 6 shows the sensitivity analysis and optimal system type for four metropolitan cities in India. It can be 

observed that with change in the sensitive variables, the configuration of the system changes. Even in this 

analysis, HOMER ranks  the  configurations  in  descending  order of  

 

 
 

 
ii. Calcutta 

 

 

 
iii. New Delhi 

 
 

 
iv. Mumbai 

 

Fig. 6 I, ii, iii and iv  Sensitivity analysis and Optimal system solution of Metropolitan Cites in India 
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  their total net present cost. The feasible system and economical details of all the configurations of the 

hybrid systems from the optimization process are shown (Fig. 6). The above optimum results confirmed that the 

proposed stand alone hybrid system will be able to provide for the power to the DC load of 2KWh/day 350W 

Peak, constantly right through the year.  

 

VI. RESULTS AND CONCLUSION 
 After analyzing the simulation, one can suggest that for higher loading stand-alone PV-Battery System 
is most suitable, for supplying the power to the DC load. The simulation result suggests that this Hybrid system 

is most suitable for all locations and result suggests that from the different possible configuration, one can  

choose  the better   

 

Table 8 Cost of Energy 

Locations 
Cost of 

 Energy (INR) 

Chennai 71.15 

Mumbai 68.90 

Kolcutta 78.44 

New Delhi 71.25 

 

optimal  solution and the cost of energy production is calculated for Chennai, Mumbai, Kolcutta and New Delhi 

(Table. 8). It can be concluded that for loading condition of 2KWh/day, 350W Peak.  
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Abstract: - In its traditional sense, traffic management is the science of extracting maximum capacity from 

existing roads. Roads and streets, particularly in the urban areas, suffer from numerous inhibiting factors that 

constrain their efficiency as traffic routes. Hence, the imposition of measures such as stopping and parking 

restrictions, junction-signalization and prohibition of particular traffic movements can increase traffic capacity 

and improve efficiency. Faster and more fluid traffic movements also save the cost. The study provides a 

technical assessment of integrated traffic management in Banani area of Dhaka Ward no. 19 which expressed 

support for better traffic management across the city, to help alleviate traffic congestion, provide safer 

pedestrian condition and better vehicle parking so that inhabitants of Banani get special benefits as well as 
nearby adjacent area. 

 

Keywords:  - Existing Scenario, Traffic Management, Parking, Pedestrian, Road width 

 

I. INTRODUCTION 
 Integrated traffic management comprises the application of various techniques to make the best use of 

any given network of roads and streets in terms of balancing the needs of traffic flow [1] pedestrian activity and 

the environmental needs people living, working or playing alongside streets-or otherwise exposed to traffic in 

them. But the concept of integrated traffic management should not be confined to vehicular and pedestrian 

movement. Recent decades have witnessed increasing recognition of traffic environment impact: just ass roads 

have a theoretical traffic capacity, so too do they have an environmental capacity. This may be quantified in 

terms of acceptable maximum levels of pedestrian delay, noise, traffic vibration and local pollution. Managing 

demand can be a cost effective alternative to increasing capacity [2]. Certainly, an integrated traffic management 
scheme can improve economic efficiency by eliminating or reducing time lost in traffic, but it can make urban 

places safer and more liveable, which are surely measures of efficiency in any civilized society. Despite their 

logic, these ideas may seem inapplicable in a city such as Dhaka- where many people resignedly accept that 

motor traffic must inevitably move noisily and incoherently from one snarl to the next. Whereas it is easy to 

criticize the pro-road in Dhaka, it is regrettably an opinion that is still widely held, even in advanced economics 

[3]. Usually traditional philosophy of predict (more traffic) and provide (more road space) is giving way to 

alternative methods of dealing without movement. A question that may be asked is whether it is actually 

possible to upgrade Banani into a well-ordered community. Whereas the precedents are not encouraging, there is 

one that can be found within a short walk of Banani itself. Dhaka Cantonment area is a model of well ordered 

community, sidewalks, road markings, traffic signs and other representative of the type of proposal made in this 

report. 
 

II. LITERATURE REVIEW AND BACKGROUND 
 Several researches had been conducted on the integrated traffic management system. The World Bank 

has conducted a range of traffic movement management improvements with Dhaka City Corporation (DCC), 

including strategic junction improvement and comprehensive traffic management at district level [4]. Intermodal 

surface Transportation Efficiency has conducted post modal transportation act in 1991[5].  International 

Integrated Systems, Inc has conducted Advanced Urban Traffic Management System (AUTMS) is traffic 

control platform that aims to improve comprehensive urban traffic network [6]. Gary Hui investigated on Urban 
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Traffic Management and Control strategies [7]. An integrated traffic management system will soon be 

introduced in Chennai city on a BOT (build, operate and transfer) basis under the annuity model [10]. A critical 

integration point of IBM Intelligent Transportation is the gathering of traffic and event data from other traffic 

center systems and field devices based on the increasingly popular Traffic Management Data Dictionary 

(TMDD) standard [11]. Integrated Traffic Management Systems (ITMS) need reliable, accurate, and real-time 

data [12]. 

2.1 Background:  The Sub-Project is focused on central Banani, comprising streets within an area 

Defined by New Airport Road to the west, Banani Lake to the east, Kamal Ataturk Avenue to the north and 

Banani Road 11 to the south (Figure 1 refers).                
                                                                

Figure 1: The Banani Study Area 

 
        

  The Study Area is highlighted on this map, as a part of Dhaka‟s Ward19. 

Selection of central Banani for a “pilot” District Traffic Management scheme (from the four areas listed above) 

responds to a number of factors/problems which can be ameliorated as a result of comprehensive and integrated 

planning and investment: They are: 

• Serious and increasing levels of traffic congestion in a largely uncontrolled environment; 

• Largely uncontrolled road junctions and cross roads, resulting in significant traffic delays and occasional grid-

locking; 

• Degraded road surfaces restricting road traffic flows; 

• Uncontrolled and haphazard vehicular parking, adding to traffic congestion and pedestrian hazards; 
• Arrogant and uncontrolled driver behavior adding to levels of traffic congestion and pedestrian hazards, 

particularly at road junctions; 

• The lack of a pedestrian footpaths and facilities (eg pedestrian crossings) resulting in very uncomfortable and 

hazardous pedestrian environment; 

• Largely uncontrolled use of the area by through traffic adding to the levels of traffic congestion and resulting 

in the deterioration of the predominantly residential environment; 

• Increasing building densities and largely uncontrolled commercial uses are exacerbating unsustainable levels 

of traffic congestion in the area; and 

• Significant deterioration of the landscaped residential environment 

. The character of the land uses and the traffic in central Banani are representative of the rest of the Banani area, 

the whole of the Gulshan 1 and 2 areas and Dhanmondi. To this extent the pilot scheme proposals can be applied 
in a District Traffic Management scheme within central Banani will be readily transferable across all four areas 

and in other similar districts elsewhere in the Dhaka City Region, such as Uttara. In selecting central Banani, the 

close links between the area and the rest of Gulshan are such that the Banani scheme could be the first part of a 

Traffic Management Master Plan for whole Gulshan (1 and 2) and Banani. This would not only benefit residents 

and businesses over a wide area, it would also facilitate an approach to transport planning and traffic 

management, which would facilitate the wider application of the principles for multi-modal contained in the 

Dhaka Strategic Transport Plan. For instance the medium-long term potential to introduce mass-transit systems 

into the area will facilitate better local public transport feeding into mass transit hubs, and the opportunity to 

reduce the scale of private transport in residential streets, thus leading to a more sustainable environment. To 

this extent the adaptability and flexibility in the detailed design of the “pilot” scheme for central Banani is 

important. Many of the principles to be used in a District Traffic Management scheme for central Banani would 
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also be capable of being adapted in areas, which may have different land use and traffic characteristics, be they 

in the Dhaka City Region or elsewhere. For instance the need for transport planning measures to prevent 

unnecessary through traffic and the need to provide better pedestrian segregation will be constants in most 

districts.  Of particular interest in the September 2005 Urban Transport Policy is the „Pedestrians 

First, policy that sought to construct properly designed and continuous footpaths and to launch a pedestrian 

awareness program within a road safety program [8]. In summary, every plan and policy for transport in Dhaka 

within the last decade has referred to the need to apply traffic management techniques, to improve the pedestrian 

environment and to manage travel demand. 

 

2.2 Situation Analysis:  

 Banani is a mainly residential area of north Dhaka, clearly bounded to its west by the busy dual-four 

lane New Airport Road. Banani Lake defines its eastern border, whilst the area itself is bisected by two east-

west roads that effectively split it into three „character areas‟. The most capacious of these roads is Kamal 

Ataturk Avenue, a divided highway that connects New Airport Road with the district centre of Gulshan 2 Circle. 

Banani Road 11 provides the other east-west route. Until quite recently this road terminated eastwards at the 

edge of Banani Lake, but the construction of the Gulshan-Banani Bridge and its link roads on the Gulshan side 

have transformed Banani Road 11 into a heavily-trafficked thoroughfare. The „Study‟ comprises the centremost, 

busiest and densest of Banani‟s three character areas, situated between Kamal Ataturk Avenue and Road 11. On 

first acquaintance, this locality (the „Study Area‟) gives a favourable impression of tree-lined avenues. The main 

development type is residential flats, typically rising to the maximum permitted six storeys (although this limit 
now appears to have been relaxed to eight storey). Commercial premises now dominate Road 11, whilst along 

the Study Area‟s northern edge several buildings reach as high as 20 storeys –, lining the southern side of Kamal 

Ataturk Avenue and two parallel streets, both known as Road 17. Of these, Road 17(2) is flanked by high-rise 

buildings to either side. These premises accommodate several universities, corporate offices and one substantial 

hotel. The overall width of Road 17(2) is generous, but much is lost to such functions as right angled car 

parking, construction material dumps and food stalls. Other roads in the north also serve commercial functions, 

including the whole southern side of Kamal Ataturk Avenue. 

 Thorough inspection reveals barely-concealed vices all over the Study Area. Everywhere, it is apparent 

that redevelopment is advancing vigorously. Flats have almost entirely replaced single-family houses, whilst 

apartment blocks are themselves being demolished to make way for alternatives with greater earning-potential 

(typically by making replacements taller, increasing their plot ratio or changing their use to commercial or 

mixed developments). Indeed, non-residential uses are scattered everywhere, with educational and medical 
premises being particularly commonplace. Shops, boutiques, and guest houses are also spread throughout the 

area. 

 In the south of the Study Area, Road 11 is largely commercialised, with shops, banks, restaurants and a 

hotel. Traffic is particular intense along this road, not only because it is used as a through-route but also because 

of numerous parking and „un-parking‟ activities and a tendency for vehicles to make three-point turns in the 

road. The road must once have been a quiet local distributor, but it was transformed into a major through-route 

when the Gulshan-Banani Bridge was opened. The result of this (doubtlessly well-intentioned) innovation is an 

overwhelming traffic environment where pedestrians cross the road at great peril and where the cacophony of 

horns and rickshaw bells persists throughout day and late into the night. Impenetrable vehicular congestion often 

blights the road as through-traffic contests its right of passage with cars trying to reverse from angle-parked 

positions on shop and restaurant forecourts. The road is a source of stress to its users, signified by the eruption 
of unpleasant episodes amongst drivers, rickshaw pullers and pedestrians. 

 The Study Area is no haven for the urban poor, although there is a noteworthy slum on the west bank 

of Banani Lake, near the Gulshan-Banani Bridge. Even so, many poor people throng Banani‟s streets, and there 

is an undeniable fusion of private affluence and public squalor. The superficially-attractive tree-lined avenues 

are thronged with cars, vans and rickshaws, whilst their surfaces are often rutted. Every street was once pucca 

(metalled) but incessant traffic and erosion by monsoon rains have stripped several sections of their black-top 

layer. Hence some street-sections are semi-pucca (with crushed brick surfaces) and others are merely katcha 

(earth surfaced). There are few sidewalks, and where they survive, most are unusable because of uneven 

surfaces and such obstacles as hawker stalls, heaps of construction materials and discarded refuse and 

vegetation. At the time of writing Road 11 revealed the impact of sewer works, with open gullies and 

innumerable holes puncturing its residual sidewalks. Pedestrian conditions are very bad: most access roads 

within the Study Area lack any form of sidewalk. Indeed, the most common form of street comprises a narrow 
central strip of pucca road bordered to either side by katcha „sidewalks‟ that suffer from numerous obstructions. 

Walking in the Study Area reveals that the pedestrian is regarded with contempt by every type of mechanised 

road user, leading at best to prolonged delays and at worst to an omnipresent risk of injury. Additional perils 

emerge after sunset: street lighting is variously inadequate, switched off, or absent altogether. Traffic conditions 
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vary by street and time of day. Some streets are thronged by rickshaws, both moving and congregated by the 

dozen in the hope of winning customers. Rickshaws are permitted on all streets except Kamal Ataturk Avenue, 

although this stricture does not necessarily mean that they cannot be found there. Motor vehicles are 

commonplace, and the Study Area‟s general income level indicates that car ownership may be several times 

greater than in Dhaka generally. The only road in the Study Area that carries recognizable public buses is Kamal 

Ataturk Avenue, although the service is infrequent compared with that on New Airport Road and some other 

bus corridors. There is a general absence of the traffic signs, road markings and street furniture that could 

otherwise guide, warn or control traffic. Apart from traffic signals at the junction of Kamal Ataturk Avenue and 

New Airport Road, there are no traffic signals within the Study Area. Likewise, there are no Give Way lines or 
lane-divider markings. One junction, namely at roads 10 and 11, regularly benefits from a traffic policeman, 

whilst elsewhere doormen (who are employed by hotels and businesses) venture into the traffic to assist 

pedestrians and customers trying to park or un park their cars. Other than a few businesses and apartment blocks 

that benefit from dedicated car parks, there is no formal parking provision within the Study Area. Cars may be 

parked randomly at the roadside, but the most common arrangement is right-angle parking, which both reduces 

the available road width for traffic and impedes pedestrian movement. 

                                          

III. METHODOLOGY 
 The Study area covers the Central Banani area. Every road is listed in Table 1, which includes basic 
information on its characteristics. The traffic and pedestrian conditions in Central Banani are shown in Figure 2 

The Study Area covers 32 ha and contains 8.76 km of roads (including the bordering roads of Kamal Ataturk 

Avenue and Road 11). Roads were originally set out in a hierarchical fashion. Kamal Ataturk Avenue is a 

district distributor, whilst Road 11 has assumed a similar role, despite being totally unsuited to such a function.8 

Several north south roads serve as local distributors, even though the available carriageway widths are quite 

inadequate for the task. All east-west roads (other than Kamal Ataturk Avenue and Road 11) are local access 

roads: some are very narrow and several lack metal surfaces. 

 Traffic mainly comprises cycle-rickshaws, pedal-cycles, saloon cars and 4WD vehicles. Private 

vehicles are numerous because many local residents and visitors can afford to own and use them. Buses, 

personnel carriers and motor cycles are rare and lorries only appear at night (unless they are employed on 

construction projects). Pedestrian activity is quite intense, and comprises residents, workers, shoppers, students, 
pedlars, beggars and the homeless. 

 

Figure 2: Traffic and Pedestrian Conditions in the Banani Study Area 

 
Banani Road 11 in the early evening displays a typically          Road Condition when the monsoon set in. 

anarchic mixture of vehicles and pedestrians jostling for supremacy. 

 

3.1: Data Collection 

 - Information on representative traffic flows 

 - Interview data on travel origins and destinations 
 - Inventories of vehicles based within the Study Area 

  -An appraisal of street lengths, widths and conditions, 

 - Surface and sub-surface drainage arrangements, and 

 - An assessment of utilities equipment (mains, sewers, gas supply and power cables and telecommunications 

wires); 
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The Table 1 is given below for the road information of Banani Area 
Road Length 

(m) 
Width 
(m) 

                                              Remarks 

KAA  933 2 x 
(12/14) 

District distributor, dual carriageway, commercial frontages. 

4 322 4.5/7.5 Narrow road used as N-S local distributor, commercial frontages. Some katcha 
surface. 

6(0) 322 6/15 Relatively narrow road used as N-S local distributor. Some katcha surface. 

6(1) 144 6/12 Residential E-W access road. 

6(12) 122 5.5/7.5 Residential minor N-S access road, residential. 

6(2) 144 5.5/8.5 Residential E-W access road. 

6(21) 122 5.5/7.5 Residential minor N-S access road, residential. Some katcha surface. 

8 233 7.5/15 N-S local distributor, commercial frontages. 

10 322 6/15 N-S local distributor, mixed (shop house) frontages. Katcha surface at southern 
end 

11 1172 9/21 E-W local distributor used as district distributor. Worst pedestrian and traffic 
conditions of any road in Banani. 

12 322 6/18 N-S local distributor, commercial frontages. 

13(0) 389 4.5/9 Residential E-W access road, narrow usable carriageway. 

13(1) 194 4.5/7.5 Residential E-W access road, narrow usable carriageway. 

13(2) 128 5.5/12 Residential E-W access road, narrow usable carriageway. 

13(3) 161 5.5/14 Residential N-S access road, narrow usable carriageway 

13(4) 100 5.5/14 Residential N-S access road, narrow usable carriageway 

13/A(1) 266 4.5/10.5 Residential E-W access road, narrow usable carriageway. Some katcha surface. 

13/A(2) 128 4.5/7.5 Residential N-S access road, narrow usable carriageway. 

13/A(3) 67 7.5/10.5 Residential N-S access road, reasonably wide carriageway. 

13/B 194 4.5/12 Residential E-W access road, narrow usable carriageway, semi-pacca and 
katcha 
surface. 

13/C(1) 200 6/20 Residential E-W access road, reasonably wide carriageway. 

13/C(2) 122 5.5/12 Residential E-W access road, reasonably wide carriageway. 

13/C(3) 61 3.5/10.5 Residential N-S access road, very narrow usable carriageway. 

15(1) 266 7.5/18 Residential E-W access road, reasonably wide carriageway. 

15(2) 233 9/18 Residential N-S access road, wide carriageway. 

17(1) 144 10.5/17 E-W access road, educational activity, many pedestrians, wide carriageway. 

17(2) 305 12/24.5 E-W access road, canyon-like street between tall buildings (commercial, 

educational, hotel). Seriously degraded street. 

17(3) 389 7.5/21 E-W access road, tall buildings to north (commercial, educational, hotel). 
Seriously degraded street: just over a third of its width is available for traffic. 

17(4) 200 7.5/15 E-W access road, mainly commercial to north side. 

17(5) 111 4.5/17 Residential E-W access road, narrow usable carriageway. 

17/A(1) 194 7.5/18 Residential E-W access road, reasonably wide carriageway. 

17/A(2) 117 3/7.5 Residential E-W access road, very narrow carriageway. 

19/A 339 6/14 Residential N-S access road, narrow usable carriageway. Blockaded during site 
visit because of construction works. 

UNR(1) 83 15/24.5 Short, relatively wide N-S commercial connector. 

UNR(2) 111 12/17 Shopping street with tall frontages to both sides; heavily trafficked. 

UNR(3) 56 12/17 Very wide N-S connector alongside open air car park. 

UNR(4) 44 7.5/9 Short, relatively wide N-S residential connector. 

Notes: KAA= Kamal Ataturk Avenue, UNR=Un-named road, N-S= North South, E-W= East-West 
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3.2 Way of Traffic Management 

1) Developing a Traffic Management Master Plan; 

2) Designing requisite infrastructure to incorporate all relevant proposals for subsurface drainage and utility 

provisions, surface drainage, sidewalks, road reconstruction and surfacing, car parking provision, and any 

other appropriate requirements; 

3) Devising suitable traffic management measures to improve traffic flow by the use of one-way streets, junction 

improvements, parking restrictions, road markings, traffic signs, traffic signals and other relevant techniques; 

4) Giving particular consideration to the present incompatible „vehicle mix‟ to identify dedicated routes for 

rickshaws and the best role that thelas might play in freight distribution within the traffic management task. 
This exercise should also review the contribution made by public buses and determine the scope for better 

services on Kamal Ataturk Avenue, plus a possible new service of small buses along Road 11 after its 

refurbishment; 

5) Developing solutions that would give particular help to pedestrians, such as the provision of decent 

sidewalks, the identification of preferred pedestrian routes, pedestrian crossings along roads and at 

intersections, and pedestrian-only streets and shared surfaces; 

6) Identifying the scope for travel demand management (TDM) to reduce vehicular travel within the Study Area, 

with special regard to discouraging the use of local roads as „rat runs‟ and to reduce the traffic overload on 

Road 11; 

7) Examining development controls within town planning practice to establish whether they are sufficiently 

robust or suitably applied to prevent the over development‟ of streets within the Study Area. Given the 
potential for a surfeit of traffic to be generated by „overheated‟ development, developers in future should be 

required to submit traffic impact assessments (TIAs) from reputable and authorized traffic consultants; 

8) Seeking the views of local residents and business people about the proposed integrated traffic management 

scheme, and incorporating their opinions as appropriate; and 

9) Developing a participatory environment to enable local residents and business people to be active in the 

implementation and ongoing monitoring and enforcement of the proposed District Traffic Management 

scheme. 

 

3.3 Upgrading the Public Realm 

When the integrated traffic management scheme is implemented, the public realm will be primarily affected. 

Activities will necessarily include: 

1) Preparing a Landscape Master Plan to support improvements to the public realm, including the provision of 
identity and visual quality, and specifying locations for hard and soft landscaping; 

2) Designing a „toolbox‟ of measures to assist pedestrians including: (i) discrete pedestrian footpaths and other 

areas, physically separated and protected from road vehicles; (ii) traffic calming in support of pedestrian 

comfort; and (iii) landscape and shade in the pedestrian environment; 

3) Specifying that road openings for the reconstruction and relocation of utility services must include 

replacement (subsurface) drains and connections to properties, plus (ideally) the „undergrounding‟ of 

telecom wires and power cables that currently sag into the public realm; 

4) Fully rehabilitating the streets within the Study Area, using materials appropriate to the intended function of 

the street (black-top asphalt would not be appropriate– for example – in a pedestrian zone); and 

5) Providing traffic signs, road markings and other traffic management aids, together with street lighting and 

other street furniture and landscaping, both hard and soft. 
 

 

IV. RESULTS AND DISCUSSIONS 
 The Traffic Management scheme for central Banani is may be noted that all but two of the major and 

minor roads have been made into one-way streets. All but three of the local distributors have also been made 

one-way, the exceptions being Roads 8, 10 and11. However, Road 11 has a one-way eastbound section towards 

its western end to discourage through traffic, in combination with the prohibition of the right-turn northbound 

from New Airport Road. Vehicular access has been maintained in Road 11 for the benefit of frontage traders, 

but consideration could be given to pedestrianising the central section of Road 11 between its junctions with 
Roads 6(0) and 10. However, it is proposed to wholly pedestrianise one street (Road 17(1)), which serves 

university premises and which is heavily thronged with pedestrians at most times. The internal one-way system 

has been proposed because it will make the roads safer for vehicles and pedestrians and it will also lengthen 

journey times within the Study Area, thereby discouraging drivers seeking short-cuts and rat-runs. Consideration 

was given to converting some streets into culs de sac. However, this would require them to be wide enough to 

carry two-way traffic and to accommodate turning circles or hammer heads at their sealed ends. Whereas such 

possibilities could be considered if this Project Component is advanced to detailed design, they have not been 
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defined here. Careful attention has been given to road and footway widths. Reference was made to 

contemporary British standards for local distributors and major and minor access roads. However, whilst the 

British terminology has been retained in Tables 2 and 3, compromises have been made with the dimensions. It 

should be appreciated that the British standards are relatively generous, and apply to „new build‟ roads in 

residential areas [9]. In the case of the Study Area, the roads already exist, and it was considered essential to 

accommodate the reconstruction works within the existing boundary lines set by building frontages. Bearing this 

stricture in mind, road widths were developed on the assumption that a one-way lane should be able to 

accommodate a lorry 2.8 meters wide (over rear-view mirrors) plus a rickshaw with a width of about 1.2 metres: 

thus the minimum width for a lane designed to cope with both lorries and rickshaws would be 4.0 metres, which 
is wider than the international standard of 3.5 meters (or 3.0 meters in constricted situations). However, the 

Consultant recognizes that in some situations there would not be space to accommodate 4.0-metre lanes, and 

that in any case the widest vehicles (lorries) are time-restricted, whilst few rickshaws would be running during 

lorry-operating hours. Bearing such considerations in mind, the width requirements shown in TABLE 2 were 

developed for guidance purposes. 

 

Table 2: Proposed road footway widths 
Road Classification Width                                    Remarks 

Local distributor (two-way) 8.5m May be reduced to 7.0 m if wide vehicles or rickshaws are 
prohibited. 

Local distributor (one-way) 4.5m May be reduced to 4.0 m where frontage constraints apply. 
 

Major access road (two-way) 7.0 m Scope for reduction not recommended. 

Major access road (one-way) 4.0 m May be reduced to 3.5 m in extreme situations. 

Minor access road (two-way) 7.0 m Possible scope for reduction to 6.0 m in constrained situations. 

Minor access road (one-way) 3.5 m May be reduced to 3.0 m in extreme situations. 

Sidewalk (commercial and 
other high-activity streets) 

3.0 m each 
side 

May be expanded to 4.0 m or more where activity levels are high 
or where frontage positions allow. 

Sidewalk (other streets) 2.0 m each 
side 

May be reduced to 1.5 m where necessary or a single 3.0 m 
sidewalk may be provided on one side of the road only. 

Car parking bay (parallel to 
the carriageway) 

3.0 m May be reduced to 2.5 m in constrained situations. 

Rickshaw „station‟ 3.0 m Depending on space available, may be considered on north-south 
local distributor or major access roads at junction approaches with 
KAA and Road11. 

 

 Table 3 shows that most local access roads in the Study Area would be narrower than they are now. 
However, much potential space is currently lost to side friction and unused space. A narrower, safer road with 

proper sidewalks, planned on-street parking would greatly improve the character and operations in the Study 

Area. Redundant space could be properly landscaped, rather than becoming a dump for refuse and construction 

materials. Obviously, it will be important to enlist the co-operation of residents and business tenants to ensure 

that standards are maintained. 

 

Table 3: Banani Study Area Traffic Management Proposals: 

Road Length 

(m) 

Width (m)                                               Remarks 

KAA  933 2 x 

(12/14) 

As now, but with rebuilt sidewalks 

4 322 4.5/7.5 Minor access road, one-way northbound. Sidewalk to one side 

only. 

6(0) 322 4.5/8.5 Local distributor, one-way southbound. 

6(1) 144 4.0/7.5 Major access road, one-way westbound. 

6(12) 122 3.0/7.5 Minor access road, one-way northbound. 

6(2) 144 4.0/7.5 Major access road, one-way eastbound. 

6(21) 122 3.0/7.5 Minor access road, one-way southbound. 

8 233 8.5/14.5 Local distributor, two-way, signals at junction with Road 11. 

Parallel parking can be permitted in bays 2.5 m wide. 
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10 322 8.5/14.5 Local distributor, two-way, signals at junction with Road 11 

and KAA. 

Parallel parking can be permitted in bays 2.5 m wide. 

11 1172 8.5/14.5 Local distributor, two-way, signals at junctions with Roads 8 

and 10 and 

New Airport Road. One-way eastbound between Roads 6 and 

10. 

12 322 4.5/10.5 Local distributor, one-way, signals at junction with KAA, no 

right turn from 

Road 11 westbound. Parallel parking can be permitted in bays 

2.5 m wide. 

13(0) 389 4.5/9 Major access road, one-way eastbound. 

13(1) 194 3.5/7.5 Minor access road, one-way westbound. 

13(2) 128 3.5/7.5 Minor access road, one-way westbound. 

13(3) 161 3.5/7.5 Minor access road, one-way eastbound. 

13(4) 100 3.5/7.5 Minor access road, one-way southbound. 

13/A(1) 266 3.5/7.5 Minor access road, one-way westbound. 

13/A(2) 128 3.5/7.5 Minor access road, one-way northbound. 

13/A(3) 67 3.5/7.5 Minor access road, one-way southbound. 

13/B 194 3.5/7.5 Minor access road, one-way eastbound. 

13/C(1) 200 3.5/7.5 Minor access road, one-way westbound. 

13/C(2) 122 3.5/7.5 Minor access road, one-way westbound. 

13/C(3) 61 3.5/7.5 Minor access road, one-way northbound. 

15(1) 266 3.5/7.5 Minor access road, one-way eastbound. 

15(2) 233 3.5/7.5 Minor access road, one-way southbound. 

17(1) 144 15/15 Pedestrian street, shared surface type with block or sett surface 

dressing, residents‟ access only. 

17(2) 305 4.0/24 Major access road, one-way eastbound, parallel parking can be 

permitted in bays 2.5 m wide. Remaining width to be 

pedestrianised. 

17(3) 389 4.0/20 Major access road, one-way westbound, parallel parking can 

be permitted in bays 2.5 m wide. Remaining width to be 

pedestrianised. 

17(4) 200 4.0/8.0 Major access road, one-way westbound. 

17(5) 111 4.5/17 Minor access road, one-way westbound. 

17/A(1) 194 7.5/18 Minor access road, one-way eastbound. 

17/A(2) 117 3.5/7.5 Minor access road, one-way eastbound 

19/A 339 4.0/8.0 Major access road, one-way southbound, no right turn at Road 
11. 

UNR(1) 83 7.0/13.0 Major access road, two-way. 

UNR(2) 111 4.0/7.5 Major access road, one-way eastbound. 

UNR(3) 56 7.0/13.0 Major access road, two-way. 

UNR(4) 44 3.5/7.5 Minor access road, one-way southbound. 

Notes: KAA= Kamal Ataturk Avenue, UNR=Un-named road, N-S= North South, E-W= East-West 
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Figure 3: Traffic Management Diagram for the Banani Study Area 

 
 

Figure 4: Conceptual Future Residential Road Cross- Section in Banani 

 
A cross section of a typical residential street in Banani as it might appear after upgrading as part of the 

integrated traffic management component. 

 

V. CONCLUSIONS 
 The findings of this research can be an effective tool for Banani integrated traffic management system. 

The inhabitants of Banani would get the highest facilities as well as it might reduce the traffic congestion of 

surrounding area. As a result of this study traffic conflicts in the area of Banani will resolved and random 

parking will come in disciplined area. People will drive smoothly without traffic congestion. As a result of 

proper management system people will be attractive in this area, so economic benefits will be in good phase. Of 

course there has some limitations and difficulties for this study. For example the data collection was difficult 

due to non co- operative attitude of the respondents and the response rate of the people was low. More modern 

techniques to attract respondents to the surveys can be explored in future research. Further, the model created in 
this project is based on the survey, and it can be improved by studying other kind of models which might have 

better options. 
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Abstract: - A vegetable-based PCM-based solar energy storage system capable of simultaneous energy 

utilization and energy storage was developed.  The PCM is non-toxic, renewable, non-flammable and 

biodegradable.  The system consists of a solar collector that transfers thermal energy to water circulated by a 

pump.  The water flows through a heat exchanger in the PCM in a storage tank.  Energy is thus transferred to the 

PCM which changes phase and stores thermal energy.  Another pump circulates water through a secondary heat 
exchanger also enclosed in the PCM tank to recover energy.  The system is designed to divert heated water to a 

liquid-to-air heat exchanger by means of a three-way valve.  A fan blows air through one of the heat exchangers 

so that hot air for building heating can be obtained.  Experimental studies performed show that more than half of 

the energy collected at the solar collector can be stored by the system irrespective of the season.  Also, despite 

maximum energy losses to the surroundings, in the summer, the efficiency of energy storage by the system 

based on actual energy collected was found to be highest during this period.  The types of fluid flow rates for 

best energy storage and recovery were identified. 

 

Keywords: – Solar energy storage, Experimental studies, Phase Change Material (PCM), System performance 

 

I. INTRODUCTION 
 Environmental problems, electricity deregulation, and anxiety over energy security are contributing to 

growing attention being paid to more solar energy utilization.  However, because of intermittent supply and low 
concentration of solar energy which varies, depending on geographical location, the need for more research such 

as this continues to exist.  Phase change materials (PCMs) have been found to be very useful in solar energy 

storage applications [1-4].  They can be classified as organic, inorganic or eutectic compounds and can store a 

lot of energy as latent heat compared to sensible heat storage materials. 

 Studies related to this one include an experimental study by Vikram et al. [5] on the feasibility and 

thermal behavior of solar water heating systems using encapsulated PCM as thermal energy storage medium.  It 

concluded that the system was able to effectively store sufficient amount of water to meet the needs of a family 

of four.  Ibanez et al. [6] studied the monetization of a new technology in which PCM modules were 

implemented in domestic hot water (DHW) tanks to reduce their sizes without reducing the energy stored.  This 

was after demonstrating that the use of PCM in DHW tanks was feasible.  The studies concluded that the PCM 

used in the study is powerful for evaluating the performance of PCM modules in water tanks.  Al-Hinti et al. [7] 
used paraffin wax contained in small cylindrical aluminum containers packed inside a storage tank on two levels 

to study the use of water-phase change material storage in conventional solar water heating systems.  The results 

from the study showed a 13°C to 14°C advantage in the stored hot water temperature over extended periods 

compared to a setup without PCM.  The study also showed that the use of short periods of forced circulation had 

little effect on the system performance. 

 Haillot et al [8] investigated the effect of using a PCM medium in the solar collector of a DHW system.  

The results showed that the ratio of the amount of energy contributed by a solar energy system to the total 

energy required (solar fraction), decreases by PCM addition in the solar collector during the simulated winter 

months but increases during summer months if PCM is added to the collector of the system for the case of a 

solar tank volume.  The conclusion was based on the limits of the tank volume used in the study. 
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In this present study, an experimental system was designed, constructed and used to investigate the performance 

(charging and discharging) of vegetable-based PCM applied to a solar energy storage system for air and water 

heating.  Solar energy was applied in the system to power all the electrical components to ensure applicability of 

the system in parts of the world where electricity is not readily available.  Energy storage is essential in solar 

energy utilization to cater for its intermittence.  For residential buildings that depend on relatively big hot water 

tanks to keep up with demand, the application of PCM energy storage helps to reduce the size of the tank.  

Experimental studies performed, investigated the performance of the system leading to useful results and new 

design strategies for high-efficiency building energy utilization. 

 

II. BASIC EQUATIONS USED IN THE SYSTEM DEVELOPMENT 
The energy balance equation on the solar collector side [9] is: 

𝑄 𝑐𝑜𝑙𝑙 = 𝜂𝐺𝐴𝑐𝑜𝑙𝑙                                                                                                                                                       (1) 

 

where: 𝜂 = 𝜂𝑜 − 𝑎
 𝑇𝑎𝑣𝑔 −𝑇𝑎  

𝐺
− 𝑏

 𝑇𝑎𝑣𝑔 −𝑇𝑎  
2

𝐺
                                                                                                            (2) 

 

 In these equations, 𝑄 𝑐𝑜𝑙𝑙  = heat energy collected per unit time,  𝜂 = efficiency of the solar collector, 𝐺= 

incident solar radiation on the collector, 𝐴𝑐𝑜𝑙𝑙 = solar collector absorber surface area 𝜂𝑜=collector efficiency 

constant, 𝑎, b = solar collector efficiency constant, 𝑇𝑎𝑣𝑔= average temperature of water in the solar collector, 

𝑇𝑎= ambient temperature. 
Thermal properties of a PCM changes rapidly during a phase change. The enthalpy approach was used to 

analyze the heat transfer in the tank.  The energy balance expression is: 

 

(𝑀𝐶)𝑝𝑐𝑚
𝑑𝑇𝑝𝑐𝑚

𝑑𝑡
 =  𝑄 ℎ𝑥 −𝑄 𝑙𝑜𝑠𝑠𝑒𝑠                                                                                                                           (3) 

 

where: 𝑄 ℎ𝑥 =
1

𝑅ℎ𝑥
 𝑇𝑐𝑜 − 𝑇𝑝𝑐𝑚  , 𝑅ℎ𝑥 =

𝑙𝑛  
𝑑𝑜
𝑑𝑖

 

2𝜋𝑘ℎ𝑥𝐿ℎ𝑥
 

 

𝑄 𝑙𝑜𝑠𝑠𝑒𝑠 =
1

𝑅𝑡𝑜𝑡
 𝑇𝑝𝑐𝑚 − 𝑇𝑎   

 

𝑅𝑡𝑜𝑡 =
𝑙𝑛  

𝑟𝑡𝑜

𝑟𝑡𝑖
 

2𝜋𝑘𝑡𝐿𝑡
+

𝑙𝑛  
𝑟𝑖𝑛𝑠

𝑟𝑡𝑜
 

2𝜋𝑘𝑖𝑛𝑠𝐿𝑡
+

1

2𝜋𝑟𝑖𝑛𝑠𝐿𝑡ℎ𝑎𝑖𝑟

 

 

The total energy stored in the PCM tank over a finite temperature difference is given as: 

 

𝑄𝑝𝑐𝑚 = (𝑀𝐶)𝑝𝑐𝑚 ∆𝑇𝑝𝑐𝑚 + 𝑚𝑝𝑐𝑚 𝐿                                                                                                                        (4) 

 

Using Euler integration method, the temperature derivative can be written as: 

 
(𝑇′𝑝𝑐𝑚 −𝑇𝑝𝑐𝑚 )

∆𝑡
                                                                                                                                                            (5) 

 

Solving for the PCM temperature at the end of a time increment gives: 

 

𝑇′𝑝𝑐𝑚 = 𝑇𝑝𝑐𝑚 +
∆𝑡

 𝑀𝐶 𝑝𝑐𝑚
 𝑄ℎ𝑥 − 𝑄𝑙𝑜𝑠𝑠𝑒𝑠                                                                                                                 (6) 

 

The expression for the energy recovery process is: 

 

(𝑀𝐶)𝑝𝑐𝑚
𝑑𝑇𝑝𝑐𝑚

𝑑𝑡
 =  −𝑄 𝑙𝑜𝑎𝑑 − 𝑄 𝑙𝑜𝑠𝑠𝑒𝑠                                                                                                         (7) 

 

where 𝑄 𝑙𝑜𝑎𝑑 = 𝑚 𝑡𝑎𝑛𝑘 𝐶𝑝,𝑤 𝑇𝑝𝑐𝑚 − 𝑇𝑤,𝑎𝑣𝑔   
 

The efficiency of the solar energy storage system can be obtained by the relation:  𝜂𝑠𝑦𝑠 =
𝑄𝑝𝑐𝑚

𝑄𝑐𝑜𝑙𝑙
                        (8) 
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The volumetric storage capacity is given by the equation: 

 

𝑣𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 = 𝐶𝑝 × 𝜌 × ∆𝑇 × 𝑣𝑜𝑙𝑢𝑚𝑒                                                                                (9) 

 

In equation (9), Cp is the specific heat capacity of the liquid PCM, 𝜌 is the density and ∆T is the temperature 
difference.  These equations can be solved to obtain the hourly temperatures of the PCM and water in the hot 

water tank. 

 Figure 1 is a picture of the experimental system (view from the back of the solar collector).  Different 

PCMs are available for use in latent heat storage applications.  Some examples are salt hydrate, paraffin waxes, 

fatty acids and sugar alcohols [10].  The PCMs can be classified as organic compounds, inorganic compounds 

and eutectics.  Important properties of PCMs that enhance thermal energy storage include high latent heat of 

fusion per unit mass and high specific heat.  Disadvantages of PCMs include, low thermal conductivity, high  

 

 
Figure 1.  System setup (View from the back of the Solar Collector) 

 

 cost, being toxic and possessing flammability risks.  Desired advantages include being chemically 

stable, non-toxic, and non-corrosive.  Since sustainability is one of the focal points of this project, there was the 

need to select a PCM that is stable, non-toxic, non-flammable, renewable and biodegradable.  The PCM used is 

a patented natural vegetable-based phase change material derived from 100% renewable resources [11].  It is 

stable, non-toxic, non-flammable and biodegradable.  The relevant thermal properties are shown in Table 1.  

The three major subsystems in the experimental set-up shown in figure 1 are the thermal energy intake 
(evacuated tube solar collector), PCM storage (tank containing the PCM) and output (water and air with the  

 

Table 1.  Some Thermal Properties of the PCM 

Melting temperature 56oC 

Latent heat 237 kJ/kg  

Density 810 kg/m3 

Specific heat capacity 
Solid 2.47 kJ/kgoC 

Liquid  2.71 kJ/kgoC 
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 water storage tank).  The other parts of the system include piping, check valve, the water pump, 

thermocouples, cables, probes, heat exchangers, insulation, fittings, battery with the wiring system and the data 

acquisition system.  The complete system is set on wheels so that it was easy to be wheeled out of the laboratory 

to the outside to enable experiments to be performed.  Solar energy conversion was applied in the system to 

power all the electrical components to ensure applicability of the system everywhere including places where 

electricity is not readily available. 

 

III. EXPERIMENTAL SETUP AND PROCEDURE 
 Figure 2 shows a line diagram illustrating the experimental setup.  The storage tanks (3) and (6) are 

well insulated with tank (3) containing the PCM and two heat exchangers while tank (6) stores the hot water for 

other purposes, including air heating.  The evacuated tube solar collector (1) is used to transfer thermal energy 

to water circulated by a solar energy-operated pump (2.1).  This water flows through one of the two heat 

exchangers embedded in the PCM contained in the storage tank, thus transferring energy to the PCM.  The PCM 

 

 
Figure 2.  Schematic diagram showing the system setup 

 

 increases in temperature and eventually changes phase as it stores thermal energy.  Another solar 

energy-operated pump (2.2) functions to circulate water through the second heat exchanger contained in the 

PCM storage tank to recover energy from the PCM.  The heated water which can be diverted to a liquid-to-air 

heat exchanger by means of a three-way valve (4) is stored in tank (6).  In order to obtain hot water for other 

purposes, a solar-powered heat exchanger fan (5) is installed to blow air through the heat exchanger so that hot 
air for example, building heating can be obtained from the system. 

 The experiments were conducted in Carbondale, Illinois, a city located at 37.7
o
N, 89.2

o
W with an 

elevation of 126 m above sea level.  It can be seen from figure 2 that the system set-up has two heat transfer 

loops.  One of the loops transfers thermal energy from the solar collector to the PCM while the other loop 

transfers thermal energy from the PCM to the water in the hot water tank.  Before starting the experiment for 

investigating the storage performance at various flow rates, one of the loops was shut so that no heat transfer 

takes place between the PCM and the hot water tank.  The required heat transfer flow rate was set and verified 

by the flow meter. 

 For the purpose of gaining heat from the solar collector and transferring the heat gained to the PCM, 

only the solar-powered battery pump for one of the loops was switched on to circulate the heat transfer fluid 

(HTF) across the loop.  The data acquisition system was switched on so that temperatures of the HTF at the 
solar collector inlet, outlet and the PCM could be read and recorded at regular intervals.  The experiments were 

each conducted for a period of at least six hours from morning to afternoon to ensure that adequate data were 

obtained for the period when the sun was shining.  The experiments were repeated for a number of days during 

the summer, fall, winter and spring periods for each HTF flow rate.  This was to ensure repeatability.  The HTF 

flow rates used in the experiments were classified as high, medium and low.  These are given respectively as: 

 

(a) 10 LPM (0.16 kg/s). 

(b) 5 LPM (0.083 kg/s). 

(c) 3 LPM (0.05 kg/s). 

 

1 

2.2 

6 

5 

3 

4 

2.1 
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 The thermal energy available for storage compared to that which was stored for each of these operating 

HTF flow rates was investigated.  These energy amounts were determined hourly.  The basis used for the timing 

is such that, hour 0 is the time between 12 midnight and 1:00 a.m. while hour 1 is the time between 1:00 a.m. 

and 2:00 a.m. and so on.  The performance of the system during energy recovery was also investigated. 

 

IV. SUMMARY OF THE RESULTS AND DISCUSSION 
 Typical results for energy storage performance for the relatively high flow rate of 10 LPM (0.16 kg/s) 
of the HTF are shown in figure 3.  Ambient temperature during these experiments ranged from 24°C to 32°C.  

From the figure it can be seen that the PCM temperature increased until about 56oC when it started to melt or 

undergo phase change.  After melting, it gained heat sensibly and the temperature started to rise again.  The 

 

 
Figure 3.  Thermal energy storage performance at the flow rate of 10 liters/minute 

 

 experiments show the behavior of the PCM as it maintained an almost constant temperature near its 

melting temperature and then gained heat sensibly after melting.  Figure 4 shows the results for the performance 

at medium HTF.  It can be seen from the figure that the temperature of the PCM increased steadily with time 

even though the ambient temperature for the day was on the low side (about 21oC average temperature).  The 

results for the storage performance for a relatively low HTF flow rate of 3 LPM (0.05kg/s) are shown in figure 

5.  It can be seen from the figure that the PCM temperature was steady for a long duration at an average 
temperature of about 56oC.  When compared to the case for the high HTF, it can be seen that the beginning of 

the phase change and the end are more precisely defined.  The figure shows that the performance of the system 

for the  

 

 
Figure 4.  Thermal energy storage performance at the flow rate of 5 liters/minute 
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 case of the low HTF allows the PCM to gain thermal energy much more steadily and without shocks.  

Thus the solid phase, the melting phase and the period of increase in temperature after melting are more clearly 

defined when the low HTF flow rate is used. 

 

 
Figure 5.  Thermal energy storage performance at the flow rate of 3 liters/minute 

 

 Figures 6 - 8 show the amounts of thermal energy stored hourly for the different operating HTF 
flowrates.  The results for the thermal energy available at the collector and the amounts actually stored for the 

different flowrates are shown in Table 2.  Evidence from the table shows that although large amounts of thermal 

energy were available for storage for the cases with high HTF flow rate, comparatively small fractions of the 

energy were stored.  When compared to the cases with low HTF flow rate it is seen that a higher percentage of 

the available thermal energy was stored by the PCM.  This can be explained by the fact that when the flow rate 

is low, more time was available for the PCM to extract the thermal energy from the HTF as it flowed through 

the PCM tank. 
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Table 2.  Thermal energy availability and storage with varying flowrates 

HTF Flow rate Heat available (MJ) Heat stored (MJ) Percentage (%) 

High (10 L/min) 98.4 14.9 15 

Medium (5 L/min) 76 14.2 19 

Low (3 L/min) 48.6 24.2 50 

 

Table 3 shows typical results for the average thermal energy stored by the PCM during the seasons of the year.  

The table shows that as expected, the largest amount of daily thermal energy that could be stored by  

 

Table 3.  Average daily thermal energy stored by season of the year 

Season Thermal Energy Stored (MJ) 

Summer 19.57 

Fall 14.13 

Winter 2.44 

Spring 14.49 

TOTAL 50.63 

 

 the system occurred during the summer season.  The lowest amount occurred during the winter period.  

The results for the typical daily thermal energy losses from the system during various seasons of the year are 

shown in Table 4.  The losses can be seen to be least during the summer period.  This could be due to the fact 
that the average ambient temperature was relatively high (37.3oC).  The temperature difference between the 

PCM and ambient air was about 14oC which is the least compared to the other seasons.  This could be the main 

reason for the least thermal energy loss from the system. 

 

Table 4.  Typical thermal energy losses from the energy storage system 

Season Heat loss (MJ) Average PCM Temp. (
o
C) Average Ambient Temp. (

o
C) 

Summer 0.2 51.3 37.3 

Fall 0.44 44.1 21.9 

Winter 0.5 40.5 11.8 

Spring 0.55 44.5 14.9 

 

 Table 5 shows the efficiency of the solar energy storage system obtained using equation (8).  The 

values of the efficiency are seen to vary with season with the highest value occurring in the summer and the 

lowest occurring in the spring.  It is noted that these average values are for the combination of the different HTF 

flow rates.  Experiments were also performed to study thermal energy recovery from the system.  These were to  

 

Table 5.  Solar energy storage system efficiency for the seasons 

Season Qsolar (MJ) Qpcm (MJ) Efficiency (%) 

Summer 30.8 19.6 63.6 

Fall 25.1 14.1 56.2 

Winter 4.0 2.4 60 

Spring 27.2 14.5 53.3 

 
evaluate how much thermal energy that could be recovered from that stored in the PCM.  Two types of HTF 

flowrates were used in these experiments.  Typical results from these experiments are shown in figures 9 and 10.  

The results for the first flow rate of 5 L/min are shown in figure 9.  It can be seen that the hot water temperature 

rose from about 28oC to about 35oC in the first hour and then the temperature increment started to decrease. 
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 Only a small rise in temperature was noticed for the rest of the recovery period.  This is explained by 

the clogging which was noticed to occur around the heat exchanger coils in the PCM tank.  The PCM was found 

to solidify around the coils causing an insulating effect.  This reduced further heat transfer to the coils.  It was 

found that the maximum temperature of water in the tank after the experiment was about 38.5oC.  A conclusion 

from this is that an auxiliary heater would be needed to bring the temperature of the hot water to about 40oC, 

which is the temperature required for most usage in homes. 

 It was this inability of the hot water to reach the desired temperature of 40oC and above that prompted 

the idea of a reduction in flow rate to 2 L/min.  Figure 10 shows the results obtained for running the experiments 

using this reduced HTF flow rate.  Compared to the case of HTF flow rate of 5 L/min, the hot water temperature 
rose at a very fast rate from 28oC to about 40oC within the first hour and then it quickly approached steady state.  

The maximum temperature achieved was about 44.3oC which is some degrees higher than the required hot water  

 

 
Figure 10: Hot water tank temperature during energy recovery at 2 L/min 

 

temperature of about 40oC.  Thus, a low heat transfer fluid flow rate of 2 L/min (0.033 kg/s) produced the best 

thermal energy recovery process from the system. 
 

V. CONCLUSION 
 Solar energy storage system based on a vegetable-based, non-toxic, non-flammable, renewable and 

biodegradable phase change material (PCM) was developed.  The system involves the two storage tank system, 

one for the PCM and the other for the hot water storage.  The system used was designed such that the heated 

water can be diverted to a heat exchanger by means of a 3-way valve such that a fan can be made to blow air 

through one of the heat exchangers so that hot air for other purposes such as air heating can also be achieved 

through the system.  Solar energy was applied in the system to power all the electrical components to ensure 

applicability of the system in parts of the world where electricity is not readily available. 
An experimental study on the performance of this system was done leading to a number of useful results.  Based 

on the scale of this system, projections show that it can be extended to home building and commercial building 

applications.  One of the results from this study shows that using the best or optimum low flow rate for the HTF 

for energy storage and energy recovery process gives the best performance by the system.   The highest system 

efficiency of 63.6% was recorded for the summer period.  However, results show that more than half of the 

energy absorbed at the solar collector was stored by the system irrespective of the season.  A low heat transfer 

fluid flowrates of 3 L/min (0.05 kg/s) and 2 L/min (0.033 kg/s) produced the best heat storage and heat recovery 

processes respectively. 
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NOMENCLATURE 
a 1st order heat loss coefficient of the collector 

Acoll  solar collector absorber surface area 

b 2nd order heat loss coefficient of the collector 

C specific heat capacity 

Cp,w  specific heat capacity of water 

di inside diameter of the heat exchanger tube 

do outer diameter of the heat exchanger tube 

DHW Domestic Hot Water 

f solar fraction 

G incident solar radiation 

0

20

40

60

80

1 2 3 4 5Te
m

p
e

ra
tu

re
 (o

C
)

Hours Elapsed

Poly. (PCM) Poly. (Hot water)



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 203 

h enthalpy of the PCM 

hair heat transfer coefficient of air 

HTF Heat Transfer Fluid 

kins thermal conductivity of insulation material 

khx thermal conductivity of the heat exchanger 

material 

kt thermal conductivity of the tank material 

L latent heat of fusion of PCM 

Lhx length of the heat exchanger material 
Lt height of the tanks 

𝑚 𝑐𝑜𝑙𝑙   flow rate of water in the solar collector 

𝑚 𝑡𝑎𝑛𝑘  mass flow rate of water in the PCM tank 

M mass 

Mpcm  mass of the PCM in the tank 

PCM Phase Change Material 

Qaux auxiliary heat energy 

𝑄 𝑐𝑜𝑙𝑙   useful heat supplied by the solar collector 

𝑄𝑐𝑜𝑙𝑙   energy gained by the solar collector in a time 
interval 

𝑄 ℎ𝑥   rate of heat exchange from the copper coils 

to the PCM 

𝑄 𝑙𝑜𝑎𝑑   heat supplied to the load 

𝑄 𝑙𝑜𝑠𝑠𝑒𝑠   rate of heat loss from the PCM tank 

𝑄𝑙𝑜𝑠𝑠𝑒𝑠   energy lost by the PCM tank in a time 

interval 

𝑄𝑝𝑐𝑚   energy stored in PCM tank in a time interval

  

rins radius of insulation material  

rti inside radius of the tanks 

rto outer radius of the tanks 

Rhx thermal resistance on the coils of the heat 

exchanger 

Rtot total thermal resistance of the PCM tank 

t time 

T temperature 

𝑇𝑎   surrounding ambient temperature  
Tavg  average water temperature in the solar 

collector  

Tci  water temperature at the solar collector inlet 

Tco  water temperature at the solar collector 

outlet 

𝑇𝑝𝑐𝑚  PCM temperature  

𝑇′𝑝𝑐𝑚   PCM temperature after a time interval 

Tw required water temperature for user 

Tw,avg Average water temperature in the hot water 

tank 

Greek Letters 

∆𝑡  time increment 

∆𝑇𝑝𝑐𝑚   temperature difference of the PCM 

η  solar collector efficiency 

ηo solar collector optical efficiency 

ηsys  solar energy storage system efficiency 
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Abstract: - The Niger Delta is ranked among the world’s major hydrocarbon provinces in the world. Oil and 

gas in the Niger Delta are mainly trapped in sandstones and unconsolidated sands in the Agbada formation. The 

traps, structure and stratigraphy are not easy to map precisely because they are very slight, not obvious and very 

complicated. The degree of reliability and precision of the mapping can be greatly enhanced by integrating 
seismic data with well logs commonly used independently in hydrocarbon exploration and exploitation studies. 

Seismic data were integrated with well logs to define the subsurface geometry, stratigraphy and hydrocarbon 

trapping potential of Delta field, off shore Niger Delta. Lithologic units were identified on the logs and 

correlated across the wells. The stratigraphic cross-sections produced show a general lateral continuity of the 

lithologic units across the field. Five (5) sequence boundaries namely SB1, SB2, SB3, SB4 and SB5 were 

mapped and structure contour maps drawn for each of the sequence boundaries. Fault closures of high quality 

hydrocarbon prospects were identified and delineated. Stratigraphic plays such as pinch-outs, unconformities, 

sand lenses and channels are also suspected. The integration of seismic data with well logs greatly improved the 

extent of accuracy and exactness of structural and stratigraphic mapping in predicting lateral and vertical 

variations, hydrocarbon prospects and its development in Delta Field.  

 

Key words: - Delta Field, Niger Delta, Integration, Stratigraphic mapping, Structural interpretation, well logs.  

 

I. INTRODUCTION 
 The Niger Delta is ranked among the world’s major hydrocarbon provinces in the world. It is the most 

important in the West African continental margin. Oil and gas in the Niger Delta are primarily produced from 

sandstones and unconsolidated sands mainly in the Agbada formation. The 12 km thick Niger Delta clastic 

wedge spans a 75, 000 km2 area in southern Nigeria and the Gulf of Guinea offshore Nigeria. This clastic wedge 

contains the 12th largest known accumulation of recoverable hydrocarbons, with reserves exceeding 34 billion 

barrels of oil and 93 trillion cubic feet of gas (Tuttle et al., 1999). These deposits have been divided into three 

large-scale lithostratigraphic units: (1) the basal Paleocene to Recent pro-delta facies of the Akata Formation, (2) 

Eocene to Recent, paralic facies of the Agbada Formation, and (3) Oligocene-Recent, fluvial facies of the Benin 

Formation (Evamy et al., 1978; Short and Stauble, 1967; Whiteman, 1982). These formations become 

progressively younger farther into the basin, recording the long-term progradation of depositional environments 
of the Niger Delta onto the Atlantic Ocean passive margin. Stratigraphy of Niger Delta is complicated by the 

syndepositional collapse of the clastic wedge as shale of the Akata Formation mobilized under the load of 

prograding deltaic Agbada and fluvial Benin Formation deposits. A series of large scale, basinward-dipping 

listric normal faults formed as underlying shales diapered upward. Blocks down dropped across these faults 

filled with growth strata, changed local depositional slopes, and complicated sediment transport paths into the 

basin. 

 The goal of oil and gas exploration is to identify and delineate structural traps suitable for profitably 

exploitable accumulations and delineate the extent of discoveries in field appraisals and development. These 

traps are very slight, not obvious and very complicated and are therefore not easy to map precisely. Major 

improvements in seismic and well logs have made it possible to map such structural and stratigraphic 

arrangements with high degree of accuracy and exactness. Seismic profiles provide almost a continuous lateral 
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view of the subsurface by defining its geometry and providing an estimate of the acoustic impedance which is 

related to the formation densities and velocities. 

 However, vertical details are limited due to lengthy duration of the individual seismic wavelets and the 

occurrence of overlapping wavelets from closely spaced reflectors. Well logs are limited in their definition of 

lateral variation of subsurface parameters. Thus, the extent of accuracy in mapping complicated structural plays 

would be improved greatly by combining seismic data with well logs (Adejobi and Olayinka, 1997; Barde et al. 

(2000 and 2002). In addition, the risk associated with finding oil and gas in very slight, not obvious and 

complicated structural/stratigraphic places will be reduced tremendously since such integration will help to 

discriminate between poor and rich reservoirs and also greatly improve the extent of accuracy and exactness of 
the structural maps in hydrocarbon prospects and its development.  

 In the present work, 3-D seismic reflection data were integrated with well logs so as to define the 

subsurface geometry, stratigraphy and hydrocarbon potential of Delta field, offshore Niger Delta. The aims of 

the study include characterization of the subsurface geometry and stratigraphy, determination of hydrocarbon 

trapping potential of the field and identification and delineation of possible hydrocarbon prospects in the field.  

 

1.1 Geological Setting of the Field 

 Delta field is located in 12 feet of water on Oil Mining Leases (OML) 49/95 in the Southwestern part 

of the Niger Delta (Figure 1). The field was discovered in 1965 after completion of Delta 1 well, and targeting a 

structural prospect; the field was opened for production in 1968. The field is divided into 2 major fault blocks 

(Figure 1C). The western block 1 is down dropped relative to the eastern block 2 along a major normal fault. A 
third fault block in the northeastern part of the field, defined by a minor horst, does not contain commercial oil 

reserves. Wells in Delta field were generally drilled to lower parts of the Agbada Formation, and targeted 

structural prospect in the middle of the formation. Only a few wells were logged through the Benin Formation, 

which contains fresh-water saturated sands. Of the 37 wells drilled in the field, 14 are vertical and 23 are 

deviated (5 of these deviated wells become horizontal at depth). Twelve of the wells are located in fault block 2 

(Figure 1C). One well in fault block 2 is a water injector well used to provide pressure support (DE-34I). 

Additional horizontal wells were recently drilled to address a water-coning problem in producing wells and to 

optimize production based on results of a reservoir simulation study. Fifty-three distinct reservoirs have been 

discovered within the field to date. The Niger Delta, situated at the apex of the Gulf of Guinea on the west coast 

of Africa, covers an area of about 75 000 km2. The geology of the tertiary Niger Delta province has been 

described by several workers Short and Stauble (1967); Weber (1971); Weber and Daukoru (1975); Weber et al., 

(1978); Evamy et al., (1978); Doust and Omatsola (1990); Haack et al., (2000).  

 
Figure 1: Location map of study area. (A) Position of Nigeria in Africa and Niger Delta Basin. (B) Cross 

section from NNE to SSW across Niger Delta Modified from Stacher (1995). See location of cross section in 
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(A). (C) Delta field well locations. (D) Delta field location map. (E) Seismic survey area. Dash line enclosed 

area with seismic data provided by Chevron Nigeria Ltd. Area studied is enclosed in the bold line. (F) Area 

shown in horizontal seismic slices. 

 

 
Figure 1: Continued. 

 
 Basement tectonics related to crucial divergence and translation during the late Jurassic and Cretaceous 

continental rifting probably determined the original site of the main rivers that controlled the early development 

of the Delta. The Cenozoic development of the delta is also believed to have taken place under approximate 

isostatic equilibrium. The main depocenter is thought to have been at the triple junction between the continental 

and oceanic crust where the delta reached a main zone of crustal instability. 

 The Niger Delta basin is located on the continental margin of the Gulf of Guinea in equatorial West 

Africa and lies between latitudes 4o and 7oN and longitudes 3o and 9oE (Whiteman, 1982). It ranks among the 

world’s most prolific petroleum producing Tertiary deltas that together account for about 5% of the world’s oil 

and gas reserves. It is one of the economically prominent sedimentary basins in West Africa and the largest in 

Africa (Reijers, 1996). Detailed studies on tectonics, stratigraphy, depositional environment, petrophysics, 

sedimentology and hydrocarbon potential are well documented in the literature (Short and Stauble (1967); 

Weber and Daukoru (1975); Evamy et al., (1978); Knox and Omatsola (1989); Doust and Omatsola (1990), 
Nton and Adebambo (2009); Nton and Adesina (2009)) among others. 

 The Niger Delta is a large arcuate delta of the destructive, wave-dominated type and is composed of an 

overall regressive clastic sequence which reaches a maximum thickness of about 12 km in the basin centre. 

The Delta’s sediments show an upward transition from marine pro-delta shales (Akata Formation) through a 

paralic interval (Agbada Formation) to a continental sequence (Benin Formation). These three sedimentary 

environments, typical of most deltaic environments, extend across the whole delta and ranges in age from early 

tertiary to recent. A separate member, the Afam clay member, of the Benin formation is recognized in the 

eastern part of the delta and is considered as an ancient valley fill formed in Miocene sediments. The formations 

are strongly diachronous (Murat, 1970) and cut across the time stratigraphic units which are characteristically S-

shaped in cross-section. Most economically exploitable hydrocarbon in the delta is believed to be trapped within 

the Agbada formation. 
 Structurally, the Niger Delta shelf developed as a prograding extensional complex overlying a ductile 

substrate which probably composed largely of over pressure marine shales. The onshore growth fault systems 

have been described by (Doust and Omatsola, 1990) as a series of major growth fault bounded depobelts or 

mega-structures thought to be transient basinal areas succeeding one another in space and time as the delta 

progrades southward. The extensional system is dominated by “tepee” structure in which landward-dipping 

growth faults intersects seaward dipping in complex interlocking fault networks (Figure 2). 
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Figure 2: Schematic section through the axial potion of the Niger Delta showing the relationships of the 

tripartite division of the tertiary sequence to basement. Modified from Doust and Omatsola (1990). 

 

 The most striking structural features of the Cenozoic Niger Delta complex are the syn-sedimentary 

structures which deform the delta largely beneath the Benin sand facies. These structures, regarded as the 

product of gravity sliding during the course of deltaic sedimentation, are polygenic in origin and their 
complexity increases generally in down delta direction (Merki, 1972). The syn-sedimentary structures, called 

growth faults, are predominantly trending northeast to southwest and northwest to southeast (Hosper, 1971). 

Associated with these growth faults are rollover anticlines, shale ridges and shale diapers which are caused by 

shale upheaval ridges. Mud diapers are the most common and occur on the landward side of the growth faults 

restricting sedimentation on the up-thrown side of the faults and enhancing sedimentation on the down-thrown 

side. Most of the faults are listric normal; others include structure building growth faults, crestal faults, flank 

faults, counter-regional faults and antithetic faults. 

 In general, the offshore Niger Delta has the characteristic shelf slope break of growth fault modified 

ramp margins. The present day shelf is dominated by long counter regional faults. Further offshore, there exist a 

back-to-back fault trend along the shelf edge and upper slope. Down the slope, there are examples gentle folds, 

with thrust and diapers sometimes cutting the sea bed (Figure 3). 

 

 
Figure 3: Niger Delta schematic structural profile of the deep water area characterized by listric extension faults 

gentle folds thrusts and diapirs.  Modified from Ojo (1996)). 
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 Oil and gas are mainly trapped by rollover anticlines and fault closures. Hydrocarbon distribution in the 

Niger Delta is complex with gas-to-oil ratio generally increasing southward away from the depocentre within a 

depobelts (Evamy et al., 1978) and is primarily controlled by thermal history of the source rocks, source rocks 

quality, migration and sealing quality. In addition, the timing of traps formation could be a factor that controls 

the distribution of hydrocarbon (Chukwueke, 1997). 

 Trap arrangement in the deep water Nigeria is controlled by gravity driven system of linked extensional 

growth faults and compressional toe thrusts initiated during the Paleogene, when the modern Niger delta was 

formed (Haack et al., 2000). Most of the reservoir facies in the offshore Niger Delta are related to an aggrading 

lowstand complex where a slow relative rise in the sea levels allows sediment input to keep pace with the 
creation of accommodation space over a long period of time. A thick expanding edge of coarse clastics is 

trapped on the shelf behind the counter regional faults and most of the sediments are therefore, deposited on the 

shelf, indicating that the sand content and gross sediment input reduces dramatically with increasing distance 

from provenance.  

 Normal faults triggered by the movement of deep-seated, overpressured, ductile, marine shale have 

deformed much of the Niger Delta clastic wedge (Doust and Omatsola, 1989). Many of these faults formed 

during delta progradation and were syndepositional, affecting sediment dispersal. Fault growth was also 

accompanied by slope instability along the continental margin. Faults flatten with depth onto a master 

detachment plane near the top of the overpressured marine shales at the base of the Niger Delta succession.  

 

II. METHODOLOGY 
2.1 Seismic and well logs data 

 The different datasets employed in this research were provided by Chevron Nigeria Ltd (a division of 

ChevronTexaco Overseas) which includes 36 well logs and a 3-D seismic cube of the area around Delta field 

(Figure 1E). The seismic data, with 1501 lines and 6001 traces, has been obscured from view in areas away 

from delta field to protect proprietary area prospects.  A biostratigraphic report of Delta-2 well is also available. 

The research focuses on the determination of structural and stratigraphic mapping within the Niger Delta using 

well logs and seismic data from Delta field. Well log data for the 36 wells and the seismic volume were loaded 

into Landmark Stratworks™ and Seisworks™, respectively. Stratal discontinuities and regionally parallel 

reflections in the seismic cube were related to vertical patterns in well logs. Well logs were hung on the shale 
marker near the top of the Agbada Formation and well log correlations were loop tied to ensure consistency. 

Stratigraphic surfaces observed in the seismic volume and correlated between well logs were mapped across a 

400km2 area. Ten stratigraphic surfaces and major faults were mapped. Five of the stratigraphic surfaces were 

major erosion surfaces and the rest five were nearly horizontal surfaces between these erosional surfaces. Five 

of the surfaces within lower parts of the stratigraphic succession were mapped across a smaller area than the rest 

due to poor seismic data quality or severe structural distortion of strata above underlying mobile shales. 

Locations of major faults were interpreted from the seismic data to define structural discontinuities. Vertical 

patterns in seismic reflections were used to relate strata across faults. Well log patterns were also used to 

correlate strata across faults where wells cut deposits on both upthrown and downthrown fault blocks. Mapped 

stratigraphic surfaces and faults observed in the seismic data were converted to depth using Lankmark’s TDQ™ 

and loaded in to GOCAD™ to model the geometry and spatial relationships between stratal surfaces and faults 

in the area of Delta field. Well logs were also loaded into GOCAD™ and stratigraphic surfaces and faults were 
adjusted to well logs to define stratigraphic surface positions. 

 

2.2 Sequence Boundary Selection and Fault Identification 

 Stratigraphic surfaces observed in the seismic volume and correlated between well logs were mapped 

across a 400km2 area. Sequence boundaries within the well logs that showed hydrocarbon prospects were 

selected for mapping. Five Sequence boundaries namely SB1, SB2, SB3, SB4 and SB5 were chosen and 

correlated through all the seismic sections. Major faults were identified mainly on abrupt termination of 

reflection events and marked on the cross-lines. Fault traces at all levels was consistent. The sequence 

boundaries were then tied at their intersection points in order to ensure consistency in all the lines of 

intersections and in all the seismic sections which covered the entire survey area. The analysis was rechecked in 

areas where there were misties and the misties corrected.  
 

2.3 Structural Maps of Sequence Boundaries 

 The chosen sequence boundaries were digitized using a scale appropriate to the seismic sections and 

structural maps were then produced for each of the sequence boundaries. During contouring, the variable nature 

of the seismic signals as well as the varying structural features of rock deformation was taken into consideration. 

The fault traces were posted to the structural maps produced. The fault throws and directions obtained from the 

seismic sections were correlated with well logs.  
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III. RESULTS AND DISCUSSION 
3.1 Seismic interpretations and stratigraphic cross-sections 

 The seismic record is characterized by a series of nearly parallel reflections offset by listric normal 

faults dipping to the southwest. Most wells in Delta field pass into a hanging wall anticline within a relatively 

large coherent fault block. Offshore of the field, normal faults are more closely spaced and antithetic faults 

occur, hindering correlation of stratigraphic surfaces. Seismic reflections also become more chaotic deeper 

within the seismic record (below 3.0 seconds), where diapiric movement of underlying mobile shale has 
complicated reflector geometry. Truncation of reflectors against an irregular high relief overlying reflector 

indicates an allostratigraphic discontinuity or an erosional “sequence boundary”. Five sequence boundaries are 

observed within the Agbada Formation in Delta field. Successive erosion surfaces are generally more closely 

spaced higher within the stratigraphic section. Parallel to paleoflow, the relief along these surfaces is more 

subdued, but can show up to 200 meters of local relief. Incisions along sequence boundaries 1 and 2 have up to 

300 feet of relief. Locally there is a 3 km wide, 300 foot deep channel along sequence boundary 1, and a 1 km 

wide, 100 foot deep channel along sequence boundary 2. The relief along sequence boundary 3 is more subdued, 

and is expressed in Delta field only by low-angle truncation of reflectors down dip. Relief along sequence 

boundaries 4 and 5 is substantially greater, with steep margined channels 5 km wide and 600 feet deep along 

boundary 4, and 5 km wide, 900 feet deep along boundary 5. 

 In most locations reflector patterns within sequences can be divided into two parts: 1) a lower part with 
chaotic patterns and or a set of inclined reflectors, and an upper part where reflectors are generally parallel and 

more closely spaced. In some locations the deposits directly above sequence boundaries comprise a 50 to nearly 

500 feet thick set of inclined reflectors dipping at a fraction of a degree basinward. These sets of inclined beds 

are thickest directly above the most deeply incised areas along sequence boundaries. In other locations strata 

directly above these erosion surfaces have chaotic or mounded reflection patterns. In the area of greatest incision 

along sequence boundary 5, inclined reflectors downlap onto underlying chaotic reflectors. 

 Seismic reflectors significantly above each sequence bounding erosion surface are parallel, generally 

continuous across the field, and are generally more closely spaced, unlike thicker intervals with chaotic or 

inclined reflectors directly overlying sequence boundaries. These parallel reflectors are interpreted to image 

nearly horizontal strata across the 5-10 km span of Delta field, even though they may dip at regional-scales as 

very low angle basinward dipping strata. A practically continuous reflector traced within each sequence was 
correlated through the seismic volume to provide datum’s for mapping changes in stratigraphic thickness across 

the study area and across specific faults. In some cases, these intra-sequence reflectors appear to correspond to 

the finest grained parts of sequences, but this is not true in all cases. Intra-sequence reflectors within sequences 

1 and 2 could not be traced across the major fault south of Delta field, because of deformation and abundant 

faults produced by diapiring shales under the down thrown blocks at these depths. Intra-sequence reflectors 

mapped within sequences 3 and 4 are locally cut out where overlying sequence boundaries incise deepest into 

underlying deposits. 

 Stratigraphic differences in the Agbada Formation of Delta field show the regression of depositional 

environments within the Niger Delta Basin. This broadly changes from finer-grained deposits deeper in wells 

directly above underlying Akata Formation shales (higher gamma-ray log values) to progressively coarser-

grained deposits shallower in wells below the overlying Benin Formation (lower gamma-ray log values). The 

top of the Agbada Formation is defined as the base of fresh water sands at about 3000 feet below sea level. The 
base of the formation, not penetrated by the wells, lies greater than 8000 feet below sea level. The Agbada 

Formation is thus somewhat over 5000 feet thick under Delta field. Gamma-ray logs show tens to a few hundred 

feet vertical differences superimposed on this formation scale trend, which record alternation between sandier 

and muddier successions e.g., (Delta 2 Well gamma-ray log, Figure 4). Following standard interpretations of the 

Agbada Formation, log successions that gradually decrease in gamma-ray value and then rapidly increase 

(gradually coarsen and then abruptly fine) are interpreted to be prograding delta deposits. Those that abruptly 

decrease in gamma ray value and have “blocky” or gradually increasing trends (abruptly coarsen and remain 

sandy or gradually fine) are interpreted to be channel deposits (Figure 4). 
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Figure 4: Types of well log patterns observed in Delta field. (a) Upward-coarsening, progradation log pattern. (b) 

Upward-fining, retrogradational log pattern. (c) Sharp-based, blocky log pattern. (d) Symmetrical log pattern. (e) 

High gamma- ray value log pattern. 

 

 Serrated high value gamma ray intervals are dominated by mudstone with varying amounts of thin 

sandstone beds. It should be acknowledged, however, that different log trends related to prograding shorelines 

are not always fundamentally distinct from those of prograding deeper water mass flow fans, and that no cores 

from Delta field are available.  Biostratigraphic studies commissioned by Chevron conducted on material from 

Delta 2 Well place broad constraints on the age of the Agbada Formation (Figure 5). The first down hole 
occurrence of Sphenolitus heteromorphis at 7700 feet and Praeorbulina glomerosa at 8090 feet corresponds to 

N9 planktonic foraminifera zone of Bolli and Saunders (1985), indicating an early Middle Miocene age. The 

first down hole occurrence of Discoaster deflandrei at 7640 feet corresponds to the NN5 nannozone of Perh-

Neilsen (1985), also indicating an early Middle Miocene age. The last down hole occurrence of Sphenolithus 

abies at 3500 feet and first down hole occurrence of Sphenolithus moriformis at 2840 feet indicate a Late 

Miocene age. These data suggest that Agbada Formation in Delta field was deposited over about 6-7 million 

years during the Middle to Late Miocene, at average deposition rates of about 1000 feet per million years. The 

stratigraphy of the Agbada Formation is significantly complicated by faulting, formation of growth strata over 

down thrown blocks, and structural deformation associated with upward movement of underlying Akata 

Formation shales.  

 
Figure 5: Biostratigraphic zonation within Delta-2 Well. Well log variations are also related to sea level curve of 

Haq (1987). The age of intra-sequence surfaces in this well estimated from biostrigraphic divisions appear to 

generally match the date of maximum flooding surfaces on the Haq curve. 
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3.2 Structural contour maps 

 The sequence boundaries mapped were laterally continuous on the seismic records and formed a closed 

loop along the tie lines.  Figures 6 to 10 displayed the structural maps of the sequence boundaries SB1, SB2, 

SB3, SB4 and SB5 mapped respectively.  

 Structure-contour maps of sequence boundaries provide a record of the timing of structural offset 

across major faults and patterns of deformation within fault blocks. Stratigraphic surfaces are abruptly lower on 

western sides of faults relative to east sides and are consistent with displacement observed in the seismic cross 

sections. Older surfaces show significantly greater offset across faults than younger surfaces, demonstrating 

syndepositional movement of faults. The difference in offset of successive surfaces across faults also 
progressively decreases up-section. Areas of greatest listric normal fault movement may have shifted to the west 

with progradation of the clastic wedge; loading Akata Formation shales most rapidly in progressively more 

distal areas of the basin over time. 

 Given the magnitude of lateral thickness changes between individual horizons mapped through the 

seismic volume (more than 500 feet over a few km laterally in older deposits), thickness trends between faults 

probably reflect structural deformation of fault blocks, rather than changes in delta bathymetry. The 

syndepositional down drop of fault blocks across faults is likely to have produced bathymetric lows that 

accumulated sediment more rapidly and influenced sediment dispersal patterns farther basinward. Deposits in 

hanging wall blocks tend to be thicker directly basinward of areas showing the greatest stratigraphic offset 

across faults and are relatively thinner down basin from areas with lesser fault displacement. Deposits on 

downthrown blocks generally thin for a few hundred meters away from major faults and then progressively 
thicken basinward across the remainder of the fault block. These patterns record the syndepositional 

development of rollover anticlines within the hanging wall. Strata in the hanging wall block are deformed to dip 

toward the upthrown block directly adjacent to the fault, and thus rise in elevation toward the anticline crest. 

Beyond the crest, strata are rotated to dip more steeply in the direction of fault displacement, increasing in depth 

with greater distance away from the fault. 

Although patterns of sediment accumulation reflecting growth strata deposition over deforming anticlinal fault 

blocks is observed within all stratigraphic intervals, it is more pronounced within sequence boundaries 1 and 2, 

than for later sequences which show less offset across faults. 

 
Figure 6: Structure map of sequence boundary, SB1. Gamma-ray logs show typical log pattern above the 

surface to the intra-sequence surface. General upward-coarsening trend from fine-grained basal section above 

sequence boundary. 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 212 

 
Figure 7: Structure map of sequence boundary, SB2. Gamma-ray log pattern above the sequence boundary 

ranges from blocky to fine. The pattern either coarses or fines upward. 

 

 
Figure 8: Structure map of sequence boundary, SB3. Gamma-ray log pattern above the surface ranges from 

upward coarsen upward to upward-fining. 
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Figure 9: Structure map of sequence boundary, SB4. Gamma-ray log pattern coarsen upward from fine-grained 

deposits above the horizon. Delta-1 Well located at the trough of the structure the log show a coarser base. 

 
Figure 10:  Structure map of sequence boundary, SB5. There is no well that penetrated the trough axis, but 

sediments above the surface are coarse-grained in Delta field. 
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IV. CONCLUSIONS 
 Five sequence boundaries (major erosion surfaces) divide the Agbada Formation, each formed during 

an episode of structural collapse of the basin prograding clastic wedge along basinward dipping listric normal 

faults. Sequence boundaries were carved by submarine mass flows across basin gradients steepened over a 

succession of down-dropped fault blocks. The five (5) sequence boundaries mapped were all within the Agbada 

formation since most of the hydrocarbon was believed to be trapped in the Niger Delta. Anticlinal closures and 

fault assisted closures regarded as good hydrocarbon prospect areas were delineated in the structural maps. The 
integration of seismic data and well logs proved to be a useful and important technique in structural mapping 

and was successful in defining the subsurface geometry, and determining the structure and hydrocarbon trapping 

potential of Delta field. The technique proved to be very useful in structural mapping. Hydrocarbon prospect 

areas were delineated in the structural maps produced. The growth faults acted as conduits for hydrocarbon from 

the underlying Akata formation. Thus, it is necessary to integrate all exploration and evaluation tools so as to 

effectively explore the study area and optimize well locations. Amplitude variation with offset (AVO), seismic 

attributes analysis and seismic inversion should be carried out in the study area to better discriminate the 

lithology, characterize the reservoirs and define the hydrocarbon types. 
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Abstract: - Proper land use planning for sustained and productive yields is the immediate need in north-east 

India, especially in states like Mizoram where the practice of shifting cultivation have rendered considerable 

destruction to both land resources and environment. It is imperative to develop land use plans which can 

counteract the detrimental effects on environment, and at the same time improve productivity of land. The 

present study deals with the application of remote sensing and GIS for land use planning in Mamit district of 

Mizoram. Indian Remote Sensing satellite data (LISS-III and Cartosat-I) had been used for generating various 

thematic layers like land use, slope, soil, drainage, etc. They were then integrated in conjunction with the 

ground and socio-economic data to evolve a comprehensive land use plan. The analysis in a GIS system helped 

in bringing out maps and statistics with constructive options for alternate land use plans which are expected to 

be both productive and sustainable.  

 

Keywords: - GIS, land use plan, Mamit, remote sensing 

 

I. INTRODUCTION 
Land use planning in the context of this study, refers to the assessment of physical land resources and 

associated socio-economic factors in such a way that it can assist the farmers and planners in selecting options 

that not only increase land productivity but also are sustainable to meet the long term needs of the society. The 

present land use pattern of the district is unproductive and ecologically destructive due to the inherent system of 

shifting cultivation. The utilization of land resources had its impact on the biodiversity and environment of the 

region as much of the land use changes depended on how it was used in time and space. With a decadal growth 

rate of 36.59% in the population of the study area [1], there is need for proper methods of utilization, 

conservation and planning of land resource to keep pace with the basic requirements of the study area. Sustained 

utilization of available resources requires a scientifically approached land use planning process. There is, thus, 

an urgent need for research and evolution of proper strategical plans and policies based on reliable and sound 

technologies to find new land use alternatives. 
Several plans and policies have been formulated and implemented to eradicate the age old land use 

system of shifting cultivation in the state by providing the farmers with alternative solutions and amenities. 

These policies had basic objectives for improving the rural economy and the socio-economic condition of 

population. A policy with a coherent approach for balancing productivity and conservation practices through 

constant monitoring and identification of problem areas [2] will go a long way in ensuring sustained utilization 

of natural resources.  

Information on land use / land cover and possibilities for their optimal use is essential for the selection, 

planning and implementation of land use schemes to meet the increasing dynamics of land use [3]. Previous 

studies done to map the pattern of spatial distribution of various land use/land cover categories and area 

coverage in Serchhip rural development block highlighted the need for natural resource based planning for 

proper utilization and conservation of natural resources [4]. Similar studies based on satellite Remote Sensing 
techniques has also formulated strategic land and water resource development plans for Mat watershed, Aizawl 

district and has proven the effectiveness of IRS data for micro-level planning of rugged hilly terrain [5].  
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Figure 1. Location map of study area 

Geographic Information System (GIS), which has a strong capacity in data integration, analysis and 

visualization has become an important tool to support land use planning approaches [6]. The system's capacity 

to manage large amount of spatial data and derive additional information has also been proven [7]. In the 

context of land use planning, geospatial techniques and models have been researched and developed for its 

effective use in sustainable development of natural resources by integration of various GIS layers, which further 

demonstrates that geospatial techniques help in generation of a reliable spatial and non-spatial information 

database [8]. Geospatial modeling techniques used for locating various levels of biological richness has also 
been envisaged to be useful in land-use zonation and planning for sustainable use of natural resources [9]. 

Mapping of spatial patterns of land use, slope, drainage and other related natural landforms and 

features based on fine resolution Indian satellite data provides relevant, reliable and timely information as 

shown during the course of this study. Besides facilitating the creation of a comprehensive geo-database, spatial 

analysis in GIS has enabled the generation of an environmentally and economically sound land use plan for 

implementation in the study area. 

 

II. STUDY AREA 
 The study area - Mamit District, is located in the north-western part of Mizoram, India between 23° 15' 

21.25"  and 24° 15' 16.80" N latitudes and 92° 15' 44.54" and 92° 40' 39.63" E longitudes [10]. It is bounded on 
the north by Assam and Kolasib District, on the south by Lunglei District, on the east by Aizawl District and on 

the west by Tripura and Bangladesh (Fig. 1). The total geographical area of the district is 3025 sq. km.  

The study area experiences moderate climate conditions owing to its sub-tropical location. It is 

observed that the average mean summer temperature is (April to June) 24.20°C and average mean winter 

temperature (November to February) is 18.85°C [11]. The area also receives heavy rainfall as it is under the 

direct influence of south-west monsoon. The average annual rainfall is 3067 mm [11].  

According to the 2011 census, the total population of the study area is 85,757 [1]. There are 3 notified 

towns [12] in the study area. The District headquarter- Mamit is well connected by road, and distance from the 

state capital, Aizawl is 112 km [13].  

Although shifting cultivation still dominates the agriculture farming system, the study area is well 

known for its agricultural/horticultural plantations, forest plantations and vast areas of bamboo forest. The well-
known "Dampa Tiger Reserve" is located to the western fringe of the study area and accounts for a larger 

percent of dense forest cover. Owing to flat plains to the north-western edge, these areas are dotted with ponds 

and lakes, both naturally and artificially formed 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

  

 

. The forest type is mainly tropical evergreen forest mixed with semi evergreen forests. Among the 

forest resources, bamboo forests occupy a vast stretch and constitutes a larger fraction of tropical moist 

deciduous forests. The study area represents a monotonous sequence of argillaceous and arenaceous rocks. 

Apart from several minor ridge lines, the area is also characterized by three main ridgelines, intervening valleys 

and less prominent ridges [10]. 
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III. MATERIALS AND METHOD 
3.1. Data used 

IRS P6 LISS III and Cartosat I (stereo pair ortho kit) satellite data were used to prepare thematic maps, 

and the ancillary data including past records/reports/maps collected from various sources were used for 

reference. Survey of India Toposheets were also referred for preparing base maps and obtaining physiographic 
information. 

 

3.2. Method 

The study incorporates standard techniques of remote sensing and geographic information system 

(GIS) for mapping of the land use/ land cover features. Image processing was carried out using Image 

Processing system (Erdas Imagine) and Geographic Information System (Arc Info) to increase the visual 

perceptibility of land use features. Visual interpretation and on-screen digitization techniques were used for 

classifying and delineating the various land use / land cover classes from the satellite data. Cartosat I data was 

utilized to derive and generate other information (eg. roads, drainage) and also used for generation of slope map.  

 

 
 

A land use plan was generated on the basis of various parameters of the present land use, slope percent 
and soil conditions in the study area. There are various criteria adopted for this purpose as given in Table 1 and 

the process of generating these proposed land use systems was done in a GIS environment. 

Ground truthing forms the core activity of the study. Pre-field interpretations and plans prepared in 

map forms were, therefore, subjected to evaluation on-site. Various field information necessary for assessing 

and validating the accuracy of the maps prepared were collected during ground truth surveys. Data from these 

surveys were then incorporated during the final stages of land use plan preparation. 

 

IV. RESULTS AND DISCUSSION 
4.1. Land Use / Land Cover 

The major land use/land cover classes in the study area were broadly classified into built-up land, 

agricultural land/horticultural land, forests (dense and open), bamboo forest, forest plantation, jhum land 

(current and abandoned jhum/shifting cultivation), scrubland and water body. The land use / land cover statistics 

is given in Table 2 and the map shown in Fig. 2. 
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Table 2. Land Use/Land Cover statistics  

of Mamit District 

 

Land Use / Land Cover 

categories 
Sq.km % 

Built-up  16.74 0.55 

Wet Rice cultivation (WRC) 7.09 0.23 

Agri/horti plantation 8.93 0.30 

Dense Forest 406.32 13.43 

Open Forest 727.45 24.05 

Bamboo 1563.06 51.67 

Forest plantation 13.01 0.43 

Current Jhum 72.92 2.41 

Abandoned Jhum 170.33 5.63 

Scrubland 21.43 0.71 

Water Body  17.72 0.59 

Total 3025.00 100.00 

                                             

       Figure 2. Land use/Land cover Map of  Mamit District 

 

4.2. Soil 

The soils found in the study area were mostly of red and yellow loamy. They contained high amount of 

organic carbon and were high in available nitrogen, low in phosphorus and potassium content [10]. The soil is 

also acidic in nature as the study areas experiences heavy rainfall. On the basis of their physico-chemical and 

morphological properties, the soils found at order level are: - Entisols, Inceptisols and Ultisols [14]. The 

classification of soil in the study area upto Family level was referred to as per previous project work done by 

MIRSAC. 

 

4.3. Slope 

The study area is characterized by few prominent hill ridges running parallel to each other. The western 

part constitutes narrow river valley plains which ascend gradually to the east. The southeastern part consists of 

rather rugged hilly ridges with steep slope, narrow valleys and small streams. The hillside slopes are mostly 

gentle to steep, and escarpments are also visible in many places of the study area. It can be summarized that the 

eastern part of the study area has steeper slopes as compared with the western part. For the purpose of this study, 

the district area has been classified into four slope facets (Fig. 3) to be incorporated during land use plan 

preparation in a GIS environment. 

 

4.4. Land Use Planning 
 Various sustainable land use practices (as discussed below) were modeled using the layers generated in 
GIS environment and considerations were also given to the socio-feasibility and implementation by 

incorporating data from ground surveys. The area statistics is given in Table 3 and the map showing areas for 

various proposed land use activities are shown in Fig. 4.  

 

 

 

 

 

 

 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 220 

      Figure 3. Slope Map of Mamit District 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

4.4.1. Wet Rice Cultivation / Pisciculture :  

 The study area has potential wet rice cultivation areas scattered along river banks and valley plains. 

These areas can be further brought under cultivation of other crops along with the practice of pisciculture. The 

existing farms and cultivation areas can also be extended The main components of the system are composite fish 

culture with paddy or vegetables. The area proposed for this land use system is 74.33 sq.km, which is 2.46% of 
the total study area. Oryza sativa (rice) is recommended as the main crop during the kharif season. The Rabi 

crops recommended are legumes and vegetables.  

 

4.4.2. Terrace farming :  

 Terrace farming proposed in the study area can meet the additional cropping needs of the farmers on 

sloping lands as well as ensure soil and water conservation. This system of land use requires good irrigation 

facilities. Paddy as well as other crops can be cultivated in rotation on these terraces. The analysis has shown 

that terrace farming can be carried out in several places and most of the jhum lands can also be converted to 

terrace farms. The proposed area for this form of farming occupies 25.85 sq.km or 0.85% of the district.  

 

4.4.3. Agro-horticultural system :  

 This system refers to a farming practice where both fruit bearing trees and field crops can be grown 
together in many variations. Perennial crops, seasonal crops and nitrogen fixing plants may be grown in 

rotations. The recommended crops for this system include Betelnut (Areca catechu), Tea (Camellia sinensis), 

Banana (Musa paradisiacal), Orange (Citrus reticulate), Red oil palm (Elaies guinensis), etc. with vegetables 

and other root crops. The proposed area for this system is 73.22 sq.km which is 2.42% of the district. 

 

4.4.4. Agricultural/Horticultural Plantation :  

 The study area has several places suitable for agriculture and horticulture plantations. Existing land use 

and slope plays an important factor for selecting plantation sites. Some plantations have to be confined to 

specific locations keeping in mind the socio-economic value of such plantations. The species identified as 

suitable crops for plantation under this system includes Coffee (Coffea spp), Broomgrass (Thysanolaena 

maxima), Ginger (Zingiber officinale), Hatkora (Citrus macroptera), Pineapple (Ananus comosus), etc. The area 
proposed for taking up these plantations covers 709.33 sqkm or 23.45% of the district. 

 

4.4.5. Silvi-pastoral system :  

 This system refers to cultivation of fodder crops along with trees. The tree component in this system 

can assist in conservation of forest resources. Besides providing fuel and fodder, the system helps in maintaining 

a good vegetative cover. Species having fodder, firewood and fruit bearing values as well as adaptable to the 
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sites may be selected. Degraded scrublands and forests can be utilized for this system. Other agroforestry 

systems such as Agri-silvicultural systems, Agri-horti-pastural systems, Horti-sericultural system, etc. can also 

be practiced depending upon the terrain and the local needs. The area proposed for this system of land use is 

29.42 sq.km which covers 0.97% of the district. 

 

4.4.6. Afforestation :  

 Degradation of forest lands and its adjoining areas have necessitated taking up of afforestation 
programmes in the study area. Various afforestation programmes in which commercial tree species are planted 

as Government or private plantations like Teak (Tectona grandis), Michelia (Michelia champaca), Gamari 

(Gmelina arborea), Toona (Cedrela toona) plantations have been taken up. The wastelands can also be 

reclaimed through afforestation programmes. The additional recommended species for this system are –Albizia 

procera, Ficus spp., Grevelia robusta, Gmelina oblongifolia, etc and other native tree species found in the area 

may also be planted under such programmes. The area proposed for afforestation is 319.32 sq km of land or 

10.55% of the district. 

 

Table 3. Proposed Land Use Plan - Mamit District 

 

Proposed Land Use Plan SqKm % 

WRC/Pisciculture 74.33 2.46 

Terrace Cultivation 25.85 0.85 

Agro-Horticultural system  73.22 2.42 

Agri/Horti Plantation  709.33 23.45 

Silvi-pastoral system 29.42 0.97 

Afforestation 319.32 10.55 

Forest 904.35 29.90 

Bamboo forest 854.72 28.26 

Non-Planned area 

Water body 17.72 0.59 

Built-up 16.74 0.55 

Total  3025.00 100.00 

     

 

    

    Figure 4. Land Use Plan Map for Mamit District 

4.4.7. Forest :  

 Forests of the study area comprises dense and open forests, as well as forest plantations (Govt. owned 

and private). Open forests generally refer to successive secondary successions of fallow lands (7 years and 

above), once used for shifting cultivation, but have remained unused for a long period of time [15]. It is 

proposed that the existing forest cover and the supply/community reserves be preserved, and additional 

conservation techniques may be adopted to prevent encroachment and exploitation of forests for unsolicited 

commercial purposes. Voluntary organizations / NGOs can be entrusted the task of forest conservation as well 

as extension of the forests in the form of parks, etc. The proposed area under tree forest is estimated to be 

904.35 sq km, constituting 29.90 % of district. 

 

4.4.8. Bamboo Forest :  
 The study area abounds with bamboo forests and they constitute a larger percentage of forest resources. 

They are confined to lower altitudes and are generally found between 80-1400 m MSL [16]. Although rich in 

this forest resources, there are certain areas that require conservation from over exploitation as well as from 

shifting cultivation. Projects under the state and central government can assist in ensuring the conservation and 

rehabilitation of stocks. Initiative taken up by the village communities in the form of bamboo reserves can be 

encourage by providing proper incentives. An estimated proposed area of 854.72 sq km or 28.26% of the total 

study area has been demarcated for conservation of bamboo forest. 

 

V. CONCLUSION 
Land use planning in hilly terrains has always been a challenge for planners as there are many bio-

physical and socio-economic factors to be considered. This is where remote sensing and GIS can play an 
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important role with its ability to incorporate both spatial and non-spatial data to generate realistic and effective 

land use plan. The inherent system of land use in the study area has produced a lot of changes in the present land 

use / land cover pattern. The present land use shows that only a fraction of the total land (0.30%) is used as 

permanent agricultural/horticultural lands for food and cash crop production. This aspect could be improved as 

the study indicates that there is good potential for Agricultural / Horticultural system and Agriculture 

/Horticulture plantations. In addition, the available flat lands could provide extensions for taking up other allied 

agricultural activities such as WRC, Pisciculture and terrace cultivations. The land use plan prepared in the 
study has also considered the conservation of the existing forests including bamboo forests to maintain 

ecological balance while taking up improved and alternate farming practices. The sustained utilization of forest 

resources has to be considered while planning for any development that uses these resources. 
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Abstract: - Long Term Evaluation (LTE) is an emerging 4G wireless technology.  Multiple-Input Multiple-

Output (MIMO) systems are a primary enabler of  the high data rate to be achieved by LTE . According to LTE 

Release 9  there are  7 MIMO configurations   from mode 2 to 8. An LTE base station is expected to select and 

switch among these transmission modes based on channel quality feedback like Channel Quality Indicator 

(CQI) . In this paper we have investigated the effect of different channel conditions at different SNR levels on 

the performance achieved through transmission mode 1 to 4. The simulation output shows that the mode 3 and 4 

which are open loop and close loop spatial multiplexing respectively using 4 transmitting antenna outperforms 

all other mode in terms of high throughput at very reasonable BLER. 

 

Keywords: - LTE, Transmit Diversity, Open Loop Spatial Multiplexing, Close Loop Spatial Multiplexing, 

Throughput 

 

I. INTRODUCTION 
      In This Paper we have investigated the effect of channels as CQI on the performance of LTE Release 9 

through LTE link level simulator developed by the Institute of Communications and Radio Frequency 

Engineering, Vienna University of Technology[1]. This paper is made for the developing countries, who are 

migrating towards 4G LTE Technology, so that they can use this as a helping manual.That's why transmission 

mode 1-4 are simulated in high multipath fading environment and the superiority of the open loop and close 

loop spatial multiplexing were demonstrated. 

      The paper is organized in following section. In section two we have presented the brief over view of 

LTE transmission modes. In Release 8 , Long Term Evaluation(LTE) [2] was standardized by 3GPP as the 

successor of the Universal Mobile Telecommunication System (UMTS). The targets for downlink and uplink 

peak data rate requirements  were set to 100Mbits/sec and 50Mbits/sec, respectively when operating in a 20MHz      
spectrum allocation [3]. 

      First performance evaluations show that the throughput of the LTE physical  layer and MIMO 

enhanced WCDMA [4]  is approximately the same [5-9] . However, LTE has several other benefits of which the 

most important are explained in the following. 

      The LTE downlink transmission scheme is based on Orthogonal Frequency Division Multiple Access 

(OFDMA) which converts the wide-band frequency selective channel into a set of many flat fading sub-

channels. The flat fading sub-channels have the advantage that even in the case of MIMO transmission – 

optimum  receivers can be implemented with reasonable complexity , in contrast to WCDMA systems .OFDMA 

additionally allows for frequency domain scheduling , typically trying to assign only "good"  sub-channels to the 

individual  users . This offers large throughput gains in the downlink due to multi-user diversity [10,11]. 

 

II. TRANSMISSION MODE DOWNLINK IN LTE 
      In the downlink, LTE uses technologies such as MIMO, transmit diversity or SISO, Beamforming etc 

are used to achieve high data rates. In the Release 9 specification [12], up to  four antennas are defined in the base 

station and up to four antennas in the UE[13].       
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                                      Table 1:  Transmission Modes in LTE Release 9 

       Transmission Mode  (TM)                 Description                   Comment 

              1 Single transmit antenna Single antenna port; port0 

              2 Transmit diversity 2/4 antennas 

              3 Open loop spatial multiplexing 

with cyclic delay diversity(CDD) 

2/4 antennas 

               4 Close  loop spatial multiplexing 2/4 antennas 

              5 Multi-user MIMO 2/4 antennas 

              6 Close  loop spatial multiplexing 
using a single transmission layer 

1 layer (rank 1), 2/4 antennas 

              7 Beamforming Single antenna port; port 5 

              8 Dule-layer beamforming Dule-layer transmission, 

antenna ports 7 or 8 

 

     Here we discussed about Transmission Mode 1,2,3,4. 

     Transmission Mode 1 is Single transmit antenna[13]. 

      

 Transmission Mode 2 is Transmit diversity which sends the same information via various antennas, 

whereby each antenna stream uses different coding and different frequency resources. This improves the signal-

to-noise ratio and makes transmission more robust. For two antennas, a frequency-based version of the Alamouti 

codes (space frequency block code, SFBC) is used, while for four antennas, a combination of SFBC and 

frequency switched transmit diversity (FSTD) is used [13] . 

      Transmission Mode 3 is Open loop spatial multiplexing with CDDwhich supports spatial multiplexing 
of two to four layers that are multiplexed to two to four antennas, respectively, in order to achieve higher data 

rates. It requires less UE feedback regarding the channel situation (no precoding matrix indicator is included), 

and is used when channel information is missing or when the channel rapidly changes, e.g. for UEs moving with 

high velocity[13]. 

 
figure 1: TM 3, Spatial multiplexing with CDD 

 

      Transmission Mode 4 is Closed loop spatial multiplexing with up to four layers that are multiplexed to 

up to four antennas, respectively, in order to achieve higher data rates. To permit channel estimation at the 

receiver, the base station transmits cell-specific reference signals (RS), distributed over various resource 

elements (RE) and over various timeslots[13]. 

             

Table 2 : Codebook indices for spatial multiplexing with  two antennas [12] 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 225 

 
 

III. SIMULATION RESULT 
In LTE we have seen the variation in Throughput & BER with the change of Transmission mode & CQI. Ideally  

it seems like the picture below : 
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figure 2:Ideal  variation in throughput with the change of CQI 
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figure 3:Ideal  variation in SNR with the change of CQI 

 

Here SUMIMO (Single User Multiple Input Multiple Output),MUMIMO(Multiple User Multiple Input Multiple 

Output),SUSISO(Single User Single Input Single Output) are used as parameters. 

 But practically, the variation doesn't happen in this way. The throughput & BER varies differently for 

each types of transmission mode. Every  transmission mode follows a definite rate to vary the parameter ( 

Throughput & BER ). We can observe the variation rate through the table below: 

 

Table 3 : Variation Rate of Transmission Mode with the change of CQI 
CQI Transmission Mode ( Transmission 

mode,nTx,nRx) 
Peak throughput ( Mbit/Sec ) 

 
 
1 

1 0.1 

221 0.1 

242 0.1 

342 0.2 

442 0.2 
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2 1 0.25 

221 0.25 

242 0.2 

342 0.35 

442 0.35 

3 1 0.35 

221 0.35 

242 0.35 

342 0.75 

442 0.75 

4 1 0.55 

221 0.5 

242 0.5 

342 1 

442 1 

5 
 
 
 

1 0.8 

221 0.75 

242 0.7 

342 1.4 

442 1.5 

6 1 1.1 

221 1.01 

242 1 

342 2 

442 2 

7 1 1.4 

221 1.3 

242 1.4 

342 2.4 

442 2.4 

8 1 1.8 

221 1.8 

242 1.6 

342 3.2 

442 3.2 

9 1 2.2 

221 2.1 

242 2 

342 4 

442 4 

10 
 
 

1 2.6 

221 2.4 

242 2.3 

342 4.6 

442 4.6 

 
11 

1 3.1 

221 2.9 

242 2.8 

342 5.6 

442 5.6 

12 1 3.6 

221 3.4 

242 3.3 

342 6.5 

442 6.5 

13 1 4 

221 4 

242 3.8 

342 7.6 

442 7.6 

14 
 

1 4.8 

221 4.5 
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242 3.5 

342 8.9 

442 8.9 

15 
 
 

1 4.1 

221 4.8 

242 2.4 

342 8.8 

442 8.8 

 

     The variation rate & characteristics' can also be determined graphically at a fixed value of SNR. 
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figure 4: Variation Rate of Transmission Mode 

 

IV. SIMULATION COMPARISON 
 From the graph we have seen that, Transmission Mode 3 & 4 have highest throughput rate.At the same 

time we have observed that each transmission mode has a peak value for a fixed CQIS.After that it tends to 

decrease . we can compare all the four transmission modes (1,2,3,4) by taking graphs showing all transmission 

mode for some CQI. 

 

 
figure 5 : Coded Throughput for all Transmission Mode at CQI 13 

 

 
figure 6: SNR for all Transmission Mode at CQI 13 
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figure 7 : Coded Throughput for all Transmission Mode at CQI 11 

 
figure 8: Snr for all Transmission Mode at CQI 11 

 

From the comparison we can easily say that transmission mode 3 & 4 (Open loop & close loop spatial 

multiplexing) has large throughput than transmission mode 2 ( transmit diversity ). 

 

V. CONCLUSION 
      For transmit diversity[14], Space Time Block Codes (STBC) are used to provide improvement against 

the channel deteriorating effects. Alamouti STBC are considered to be the simplest space time block codes. It is 

well known that Alamouti codes [15] can achieve full diversity and full code rate simultaneously. For this reason 

it is used in noisy channel. 

      Spatial Multiplexing[16] provides extra gain as compared to TxD Independent data streams are 

transmitted from the NT transmit antennas in spatial multiplexing. Two classes of spatial multiplexing, open and 

closed loop spatial multiplexing Figures 3 and 4, are discussed. OLSM transmits the independent data streams 

without deploying any feedback algorithm. In CLSM essential amount of CSI is used as feedback which enables 

us to achieve high throughput. That’s why in noiseless channel Spatial Multiplexing (Transmission Mode 3 & 4) 

is used for getting high throughput. 
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Abstract: - In this study, a rheological modifier for water-based drilling mud is prepared by exploiting the Kraft 

pulping residual of oil palm empty fruit bunch (OPEFB) fibers. From an experimental point of view, readily 

combination between water-based drilling mud and Lignin Graft Copolymer (LGC) provided an optimum 

rheological performance and gelling effect for the water-based drilling mud. This new water-based drilling mud 

additive demonstrated competitive characteristics to other existing commercial additives. The rheological 

performances of LGC are studied and the findings show that LGC gives good gelling, viscosity building, and pH 

controlling abilities at low concentration of 0.5% w/w. It is also illustrates excellent thermal stability at high 

temperature up to 200°C.  

 

Keywords: - Rheological modifier; Drilling mud; OPEFB fibers; Lignin Graft Copolymer; Thermal stability. 

 

I. INTRODUCTION 
 The selection of proper drilling mud during the rotary drilling process is vital for the success of any 

drilling operation. In fact, most of drilling problems are a direct or indirect consequence of improper mud 

selection. Within this context, there are many types of drilling mud used in the petroleum industry. Generally all 

of these types are classified into three main categories: (1) air and foam-based mud (ABM); there are drilling 

conditions under which a liquid drilling fluid is not the most desirable circulating medium. In such a case, air or 

foam is used as drilling mud to accommodate these special conditions. Moreover, this is the most advantageous 

and effective type of drilling mud in consolidated rock formations, (2) oil-based mud (OBM); this drilling mud 

is made up of oil as the continuous phase. Diesel oil is widely used to provide the oil phase. In addition, this 

type of drilling mud is more expensive, as it requires stringent pollution control measurement and is also 

difficult to dispose, and (3) water-based mud (WBM); this type is the mud in which water is the continuous 

phase. This is the most common drilling mud used in oil drilling and it consists mainly of water, clay, and 
specialized chemical additives. Besides that, this type is mixed friendly with water and allows drilling mud 

additives to perform efficiently. Beyond that; it is inexpensive and presented less environmental problems 

compared to oil-based mud [1]. Owing to that fact, the type of drilling mud used in this study is a water-based 

mud.  

 Nevertheless and during the course of drilling an oil or gas well, the drilling mud without any additives 

is unable to provide satisfactory rheological properties required for optimum performance in well drilling [2]. 

Thus, a number of additives are used to alter the mud properties to fulfill all of the requirements of drilling mud. 

In addition, different types of additives, either chemicals or polymers, are used in designing a drilling mud to 

meet some functional requirements, such as appropriate mud rheology, density, mud activity, fluid loss control, 

etc [3]. It is noteworthy to mention that when drilling in deep wells for oil, gas, or geothermal reservoirs; high 

temperatures are usually encountered which adversely influence the performance of drilling muds [4]. Also, a 
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major difficulty in formulating high-temperature drilling muds is that mud is negatively affected by elevated 

temperatures, first gelling excessively and then becoming inert at extreme temperatures [3]. For that reason, 
there is always a need for drilling mud additives which can stabilize drilling mud suspensions at high 

temperatures. This need can be fulfilled by developing new additives (polymers) that have better resistance to 

the high temperature drilling operations. Accordingly, both naturally occurring and synthetic polymers have 

been widely used. Among them, chemically modified biopolymer is probably one of the most extensively 

studied due to its low cost, lack of toxicity, and biodegradability characteristics [5]. In the same way, this study 

is designed to produce chemically modified lignin by means of graft copolymerization technique. Such 

technique could offer new type of drilling mud additives, i.e. thermally stable rheological modifier. 

 Traditionally, lignin has been viewed as a waste material or a low value by-product of pulping and 

paper industry with its utilization predominantly limited to its use as a fuel to fire the pulping boilers [6]. Almost 

all lignins extracted from lignocellulosic materials from the pulp and paper industry are burnt to generate energy 

and considered as an excellent fuel, since lignin yields more energy when burnt than cellulose. Nevertheless, the 
possible development in the lignin industrial utilization is limited to very low growth because until now only a 

small amount (2%) of lignin is commercially used [7]. This includes the manufacturing of wide range of 

products. In fact, due to the lack of appropriate industrial processes, lignin is considered as a mostly non-

commercialized product. 

  On the other hand, lignins have many specifications (chemical and biophysical properties) which can 

advantageously be exploited to develop new and environmentally friendly products. In this regard, lignins are 

non toxic, potentially of high value, inexpensive, and available in large amounts. They possess highly reactive 

locations that can be surprisingly modified through a selection of chemical, physical and/or enzymatic reactions, 

which give them a great potential for their exploitation as industrial raw materials [8]. In agreement with that, 

this study is an effort to investigate the potentiality of using modified lignin as a drilling mud additive in oilfield 

drilling operations especially in high temperature and high pressure conditions. 

 

II. EXPERIMENTAL STUDY 
2.1   Materials 

 The raw material used in this study was oil palm empty fruit bunch (OPEFB) long fiber supplied by 

Sabutek (M) Sdn. Bhd, a Malaysian company that specializes in the recycling of OPEFB. 

The catalyst p-toluenesulfonic acid (PTS) was used as received from Merck (Merck, Germany). Acrylic acid 

(AA) with 99% purity was purchased from Aldrich® (Sigma-Aldrich, USA). AA was purified under vacuum 

distillation process to remove phenolic inhibitors, stored in the refrigerator, and brought to room temperature 

before being used. The commercial viscosifying and gelling agents, High Viscosity Sodium Carboxy Methyl 

Cellulose (CMC-HV), Guar Gum (GG), and Xanthane Gum (XG) were supplied by Kota Mineral Chemical (M) 
Sdn. Bhd, Sim Company and Aldrich® (Sigma-Aldrich, USA). 

 

2.2   Methods 

2.2.1   Isolation of Kraft Lignin (KL) 

This technique includes different laboratory procedures. In addition, these procedures have been 

applied subsequently in order to produce pure KL. Apart from these, they consist of three experimental 

processes as explained in the following subsections. 

 

2.2.1.1  Kraft pulping of OPEFB 

 The Kraft pulping process involves digesting of OPEFB fibers at elevated temperature and pressure in 

cooking liquor, which is an aqueous solution of sodium sulfide (Na2S) and sodium hydroxide (NaOH). The 
cooking liquor chemically dissolves the lignin that binds the cellulose fibers together.   

Prior to the pulping process, 1000 g of OPEFB fibers was soaked in water for two days to remove non-fibrous 

materials. In the pulping process, the soaked OPEFB fibers were mixed with 41.8 g of Na2S, 128.7 g of NaOH, 

and 5.6 L of distilled water in a 20 L stainless steel rotary digester. After which, the mixture was heated from 

approximately 70°C to a maximum cooking temperature 170°C, followed by 3 hr cooking period. Once the 

cooking period was completed, the contents of the digester were transferred to a container and washed in the 

pulp washer, where the spent cooking liquor (black liquor) was separated from the pulp. 

 

2.2.1.2 Extraction of KL 

 The extraction of KL from the black liquor was accomplished by employing an acidification method. In 

this direction, the high alkali pH black liquor which was collected after the completion of the pulping process 

was then acidified using sulphuric acid in order to recover KL as precipitate. In particular, 800 mL of black 
liquor in 1000 mL beaker was acidified with 20% v/v sulphuric acid until pH 2; thereby a precipitation of KL 

was formed. The precipitate was filtered and washed with pH 2 water, which was prepared using the same acid 
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in the previous step. KL was then dried in a vacuum oven at 45°C for 72 hr. In order to avoid the moisture in the 

KL particles, it was grinded to a powder form and dried again in a vacuum oven at 45°C for 72 hr. 

 

2.2.1.3  Purification of K L 

 In general, lignins are rarely isolated as pure materials, and are always associated with carbohydrate 

linkages (cellulose and hemicellulose) to varying extent depending on their isolation procedure [9]. 

The purification of KL was conducted by extracting KL in the soxhlet apparatus for 6 hr with n-pentane to 

remove lipophilic, non-lignin matters such as wax and lipids [10]. The precipitate was filtered and washed twice 

with pH 2 water to remove the excess n-pentane and non-lignin phenolic compounds which may still remain 

after the pulping process. The purified KL was then dried further in the vacuum oven at 45°C for another 48 hr. 

 

2.2.2  Preparation of Lignin Graft Copolymer (LGC) 

 A grafting reaction was achieved in small test tubes equipped with magnetic stirrers. In details, about 
0.75 g of PTS was introduced into test tube with appropriate amounts of Kraft lignin (KL) and acrylic acid 

(AA). The tube was deoxygenated by flushing it with nitrogen gas for 10 min, sealed with aluminum foil and 

then placed in a water bath at 80oC for 18 hr with vigorous stirring. After a specific reaction time, the tube was 

immersed in an ice bath at 0oC for one hour with incessant stirring. The result was a highly turbid black liquid 

that was decanted into 0.1 M zinc sulfate aqueous solution at a ratio of 1:10 v/v with agitation and was allowed 

to stand at room temperature overnight. After this period, unreacted KL was precipitated and removed by 

filtration. The light brown liquid was evaporated to remove the aqueous solution and unreacted AA. The lignin 

graft copolymer (LGC) was obtained as light brown fine particles. These particles were collected and dried in an 

oven at 100oC for 72 hr to remove moisture from the LGC [11]. 

 

2.2.3  Application of LGC  

In this study, LGC, which is a chemically modified biopolymer, was used as a drilling mud additive, 
i.e. viscosity building (viscosifying) agent, gelling agent, and pH controlling agent. In addition, LGC was 

subjected to the simulated hydrocarbon drilling conditions in order to evaluate its ability as a drilling mud 

additive. 

 

2.2.3.1  Preparation of water-based mud 

 In the present study, in all the experiments related to mud property tests, the basic water-based mud 

was prepared by adding 80 g of bentonite and 4 g of sodium carbonate into 1000 mL of water that was 

previously heated in a large beaker at 80°C. The ingredients of water-based mud were mixed with pre-heated 

water gradually with vigorous stirring using mixer which was set at high speed of 2000 revolution per minute. 

This process was conducted for half an hour, after which, the beaker was sealed with aluminum foil and allowed 

to stand for 24 hours at room temperature [12-18]. 

 

2.2.3.2  Effect LGC as a rheological modifier  

 The rheological properties of the water-based mud samples in this study were measured using a direct-

indicating rheometer (Fann Rheometer model 286). The Fann rheometer constants had been adjusted so that the 

apparent viscosity, plastic viscosity, and yield point could be obtained using readings from rotor sleeve speeds 

of 300 rpm and 600 rpm. Rotor speeds of 300 or 600 were obtained by setting the position of the speed control 

lever. Measurements were read directly from the deflection scale. Accordingly, these parameters could be 

calculated using the following formulae from API Recommended Practice of Standard Procedure for Field 

Testing Drilling Fluids [19-20]. 

                 

                                  Apparent viscosity (µa) = θ600 / 2 (cp) 

                                  Plastic viscosity (µp) = θ600 − θ300 (cp) 
                                  Yield point (τy) = 0.511(θ300 − µp) (lb/100 ft2) 

 

 Additionally, gel strength (θ) measurements were read directly from the deflection scale. When making 

gel strength measurements, force was applied manually by turning the gel knob and observing the maximum 

reading on the deflection scale before the gel broke. In order to estimate the effect of different aging 

temperatures on the drilling mud rheological parameters, the API drilling mud aging experiments were carried 

out using a Fann Roller Oven Series 2500 and a 500 mL Fann stainless steel aging cell.  

 In this study, two sets of experiments were performed according to the American Petroleum Institute 

standard procedures [12-13]. In the first experiment, the basic drilling mud samples were treated with different 

concentrations of LGC in order to optimize its efficiency as a drilling mud viscosifier and gelling agent. 

Furthermore, two values of temperature were chosen to study the performance of LGC at room temperature and 
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high temperature. In details, LGC were added with different concentrations of 0.3, 0.5, and 0.7% w/w into the 

basic mud samples, after which, the rheological parameters were measured before and after heating and 
vigorous agitation at 25°C and 90°C for half an hour. The second experiment was designed to evaluate the 

performance of LGC as a drilling mud viscosifier and gelling agent at high temperature (200°C). Moreover, the 

viscosity building and gelling abilities of LGC were tested and compared to the commercial viscosity building 

and gelling agents that are available in the market, such as sodium carboxy methyl cellulose (CMC), guar gum 

(GG), and xanthane gum (XG). In this experiment, the basic drilling mud samples were treated with either 0.5% 

w/w of LGC, CMC, GG, or XG simultaneously with vigorous stirring in order to homogenize the mud samples 

with the additives. This concentration (0.5%) was chosen since LGC acts optimally as a viscosity building and 

gelling agent at this level (based on the first experiment result). The rheological parameters were measured 

before and after the heating and aging process at 200°C for 16 hr. 

 

2.3  Characterizations 

 

2.3.1 Differential Scanning Calorimetry (DSC) analysis 

In this study, glass transition temperature (Tg) values of KL and LGC were estimated using Perkin Elmer 

model Pyres 1 DSC. Approximately 10 mg of sample was heated from -50°C to 180°C at the heating rate of 20 

°C/min in a nitrogen atmosphere at the flow rate of 30 mL/min.  

 

2.3.2  Fourier Transform Infrared (FTIR) spectroscopy 

FTIR spectroscopy was used as an analytical technique for the estimation of the  functional groups 

presented in lignin [21]. 

In this study, FTIR spectroscopy was able to differentiate the chemical bonds in the molecular structure of KL 

and LGC. The ungrafted KL and LGC samples were analyzed using KBr pellet technique. In this technique, the 

KBr thin pellet was prepared by grinding 1% of sample into potassium bromide (KBr). It was then scanned by 
the Perkin Elmer system 2000 FT-IR spectrometer in the range from 4000 cm-1 – 400 cm-1.  

 

III. RESULTS AND DISCUSSION 
3.1   Extraction of KL 

 During the Kraft pulping process, the lignin that dissolved from the raw material (OPEFB) is separated 

in the form of a liquor, rich in phenolic compounds, that represents the process effluent [22]. This effluent is 

dark brown or black in color; hence is called black liquor. The black liquor contains, in addition to the main 

fraction, lignin, sugars from degraded hemicellulose and cellulose, hereafter grouped as hemicellulose and salts 

[23].  
 Conventionally, lignin can be separated from other black liquor components using acid precipitation 

method. In addition, the acid precipitation method is the most common method to recover the lignin from the 

black liquor [24]. From an experimental point of view, the reduction in the pH of this liquor which is 

proportioned by the sulphuric acid addition caused the precipitation of the solubilized lignin, such that the lower 

the pH the higher the recovered lignin mass [25]. In this study, Kraft lignin (KL) was extracted from the black 

liquor by means of minimizing its alkali pH (11.52) to acidic pH (2) using acid precipitation method via diluted 

(20%) sulphuric acid (H2SO4); thereby KL was precipitated as a brown powder.  

 

3.2 KL graft copolymerization reaction 

The main chemical functional groups in KL are the hydroxyl, methoxyl, carbonyl, and carboxylic groups 

[26]. These functional groups present prospective positions on lignin structure to associate with other monomers 
and induce the graft copolymerization reaction. Therefore, acrylic acid may possibly polymerize with KL and 

the reaction takes place by the formation of the ester bond which linked AA with KL. A possible reaction 

mechanism of grafting the AA chain onto the KL structure might comprise two reaction steps, as shown in 

Figure 3.1. The suggested mechanism involved in the attachment of polyacrylic acid (PAA) chain onto the KL 

backbone via polycondensation process produced LGC and eliminated water. An ester bond was formed by the 

interaction, i.e. the esterification between hydroxyl group in KL and carbonyl group of AA homopolymer chain. 

Furthermore, the ester bridge linked PAA as a pendant chain onto the KL main chain {Figure 3.1(a)}. The PAA 

homopolymer chain was formed using a PTS inducement of AA monomers, as shown in Figure 3.1(b).  
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Figure 3.1 Suggested reaction mechanism of grafting AA chain onto KL main chain 

3.3  Thermal properties of KL and LGC 

 The thermal properties of ungrafted KL and LGC were studied using the DSC analysis. The KL is an 

amorphous compound with Tg at 58.03oC, as illustrated by DSC thermogram in Figure 3.2. The amourphousity 

of the KL may be due to the complication in its structure which somewhat impedes the occurrence of an 

arrangement in its composition. Therefore, no melting temperature Tm or crystallization temperature Tc has been 

recorded in the DSC thermogram. 
 

 
 

Figure 3.2 DSC thermogram of KL 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 235 

After the grafting reaction had been achieved, it was observed that the resulting LGC also occurred in an 

amorphous phase, verifying that the grafting reaction had not strongly adapted the complexity of KL starting 
material. LGC has two Tg values at 73.85oC and 121.84oC respectively, as shown in the DSC thermogram in 

Figure 3.3. This illustrates the incompatibility in the LGC structure. The possible explanation of occurrence of 

these two Tg values is based on the free volume concept, which attributed a low Tg value to the large free 

volume in the graft copolymer chain while the highest Tg value refers to the chain with less free volume [27]. 

As free volume increases, the Tg temperature tends to decrease [28]. The above-mentioned explanation 

investigated the correlation between free volume property and LGC chemical structure that was suggested in 

Figure 3.1. Therefore, the lower Tg value corresponds to AA homopolymer branched chain which is a 

hydrocarbon chain without bulky groups that gives PAA molecules enough space to move. This means, the 

mobility of PAA molecules tends to be more flexible, which may increase the free volume and decrease the Tg. 

On the contrary, the phenyl groups in KL may increase the bulkiness in KL main chain and decrease its 

molecules mobility as well as its chain flexibility; thus, the free volume decreases and high Tg value obtained. 
Furthermore, the grafting reaction has enhanced the thermal properties of KL, whereas the two Tg temperatures 

of LGC are both more than the Tg temperature of KL. 

 

 
 

DSC thermogram of LGC 

3.4  FTIR spectroscopy 
 Figure 3.4 illustrates the FTIR spectra of KL and LGC. The KL spectrum shows absorption at 3415.52 

cm-1 assigned to (OH) broaden band of either hydrogen bonded or hydroxyl group in the phenolic and aliphatic 

compounds. The absorption peak at 2935.29 cm-1 was due to (C-H) stretch band of methyl group [29]. The 
vibration at 1712.69 cm-1 exhibited (C=O) stretch band of carbonyl group [30]. The stretching of (C=C) and (C-

C) bands in the aromatic range were recorded at 1616.20 cm-1 and 1462.98 cm-1 respectively [31]. The peak at 

1143.11 cm-1 could be attributed to (C-O) bond in ethers.  

 In the LGC spectrum, the presence of peak at 3419.04 cm-1 was assigned to (OH) stretch bonds of 

hydroxyl group [32]. The frequency at 2920.86 cm-1 was due to the stretching of (C-H) band of methyl group in 

lignin [33]. Peaks at 2489.21 cm-1 and 1919.17 cm-1 were considered aromatic overtones. The absorption at 

1723.07 cm-1 was due to (C=O) the stretch band in α and β-unsaturated esters which verified the placement of 

ester bonds between aromatic rings in the KL structure and unsaturated polymeric chain of PAA and supported 

the expected grafting reaction mechanism in Figure 3.1. The characteristic ester group in the spectrum 
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substantiated that the LGC was formed by ester bonding between the KL and PAA. 1601.55 cm-1 and 1497.10 

cm-1 wave numbers were distinguished as (C-C) stretching bonds in aromatic rings in lignin components [34]. 
Further evidence to the occurrence of the ester groups among LGC structure was provided by the absorption at 

1189.59 cm
-1 

which was assigned as an expanding (C-O) bond in the ester groups.  
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Figure 3.4 FTIR spectra of LGC, KL, and AA 

3.5  Effect of LGC on drilling mud properties 

The study was conducted to explore the use of this water-soluble LGC as a potential drilling mud 

multi-functional additive.  

 

3.5.1  LGC Rheological effect 

 The mud rheological tests were performed according to the American Petroleum Institute (API) 

standard specifications by means of a direct-indicating viscometer with other equipment which specifically 

designed to simulate the hydrocarbon drilling well conditions. 

 Table 3.1 shows the rheological experimental data of water-based mud and different concentrations of 

LGC-based mud under different aging temperatures. In this regard, the rheological properties of water-based 
drilling mud without any additives (i.e. as the basic mud sample) was tested before and after the aging process at 

two temperatures; ambient temperature of 25oC (room temperature) and high temperature of 90oC. These two 

values of temperature were chosen in order to investigate the effect of temperature on the rheological behavior 

of the drilling mud. Regarding to that, the rheological parameters such as apparent viscosity, plastic viscosity, 

and gel strength of water-based mud were increased as the aging temperature elevated to 90oC. These 

phenomena could be related to the decrease of the mud pH value, which simultaneously decreased with the 

increase in the aging temperature. The pH of the mud was slightly decreased after experiencing high 

temperature rolling process. In conformity with the elevated temperature, the decrease of the pH value facilitates 
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the occurrence of the interlayer dehydration reaction [35]. In addition, the dehydration at high temperature may 

release a small amount of water present between the layers. Thus, the loss of water causes the aggregation of the 
mud interlayers or plates. As a consequence, this aggregation generated the increase of drilling mud viscosity 

and gel strength due to the corresponding increase of the aging temperature. 

Nevertheless, lignin graft copolymer was introduced into the basic water-based mud samples at different 

concentrations (i.e. 0.3, 0.5, and 0.7% w/w) in order to optimize its ability to enhance the rheological properties 

of the drilling mud. Apart from that, the batches of the drilling mud with different LGC concentrations were 

subjected to the aging process to explore its thermal stability at low and high temperatures. However, an 

acceptable thermal stability of the drilling mud additives significantly enhanced the drilling mud transporting 

properties, e.g. viscosity and gel strength [36]. Within this context, the rheological data reveals that the drilling 

mud mixed with 0.5% w/w is much thermally stable at high temperature than 0.3%, and 0.7 % w/w LGC-

drilling mud. Apart from that, it is also illustrated the optimum concentration of LGC is 0.5%  which gives 

moderate viscosity, gel strength, and yield point compared to others at both temperatures.  

 

Table 3.1 Rheological experimental data of water-based mud and different concentrations of LGC-based mud 

with different aging temperatures 
 

 It was observed that LGC with low concentrations developed the viscosity and gel strength required for 

water-based mud. This revealed the viscosity-building and gelling abilities of LGC despite experiencing the 

temperature changes and the dynamic agitation. Moreover, this phenomenon may attribute to two causes. First, 

the carboxylate group in the LGC structure {Figure 3.1(a)} provides a negative charge that may absorb 

effectively onto the positive mud (bentonite) edges via electrostatic attraction force that may develop the 

rheological properties of the drilling mud. Second, the methoxy group in the LGC structure {Figure 3.1(a)} 

could be a good proton acceptor during the formation of the hydrogen bond [37]. Within same direction, the 

hydroxyl group in the LGC structure (LGC FTIR spectrum) eases the progress of the intermolecular hydrogen 

bonding formation [38]. Consequently, the formation of the hydrogen bond increases the inter-particle attraction 

forces between the LGC particles and the mud edges which lead to the flocculation in the mud system. Due to 

the aforementioned results and discussions, LGC has revealed its capability to be a potential rheological 

controlling agent in terms of viscosifying and gelling the water-based drilling mud.  

 

3.5.2  Effect of LGC concentration on the drilling mud pH 

 Besides the study of the rheological behavior of the water-based mud with and without LGC addition, 

the effect of the LGC concentration on the pH of drilling mud samples was also investigated at room 

temperature and high temperature. In general, it is well known that the pH of the water-based mud is an alkaline 

pH medium [39]. In agreement with that, the pH of the water-based drilling mud was strong alkali pH value and 

then it was deviated slightly after the heating and the agitation at 90oC. On the other hand, the LGC addition has 

an acidic affect on the water-based mud. As the LGC concentration increases in the drilling mud samples, the 

pH value decreases. This acidification affect of the LGC could be results from two causes. First, the 

acidification effect might be due to the use of sulphuric acid during the separation process of the Kraft lignin 

from the other wood components [40]. The sulphuric acid might have affected the structure of Kraft lignin used 
in the LGC preparation reaction. The other cause might possibly be corresponding to the branched acrylic 

monomer in the LGC structure {Figure 3.1(a)}. That might give the acidic character to LGC when it was used as 

 

 Types  of   Mud 

 

T (oC) 

 

µa (cp) 

 

µp (cp) 

 

τy (lb/100ft2) 

 

θ (lb/100ft2) 

 

pH 

Water-based mud 27 28.00 12.00 34.15       48.04 11.91 

0.3% w/w LGC + based  mud 27 32.50 11.00 45.89 156.67 10.49 

0.5% w/w LGC + based  mud 27 40.00 14.00 55.50 152.49 9.63 

0.7% w/w LGC + based  mud 27 45.00 15.00 64.04 139.96 7.45 

 

Water-based  mud 90 30.50 15.00 33.08       64.75 11.82 

0.3% w/w LGC + based  mud 90 41.50 11.00 65.11 189.45 10.15 

0.5% w/w LGC + based  mud 90 40.50 11.00 62.96 158.76 9.20 

0.7% w/w LGC + based  mud 90 43.00 11.00 68.31 125.34 7.22 
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a drilling mud additive. However, the acidic character of the LGC offered advantageously another application to 

the LGC as a water-based drilling mud additive, i.e. pH controlling agent. Since it is efficiently reduced the pH 
of the drilling mud without further additives that were normally used in the drilling field. Those additives were 

employed to control the pH of the drilling mud in order to avoid the corrosivity of the drilling tools. Generally, 

the corrosion rates are lower at the mildly alkaline pH and higher in the mildly acidic pH range [41]. Within this 

context, the desired pH value for the drilling operation indicated to be within the range 10 to 8. Regarding to this 

study, among all LGC concentrations which have been evaluated, only 0.5% w/w of LGC maintained the pH of 

the water-based mud within the desired pH range. 

 

3.5.3  Effect of high temperature on drilling mud additives 

 In recent years, there have been a number of challenges for drilling muds to keep pace with the 

advancing operational drilling mud technologies [42]. Among these challenges is the thermal stability of the 

drilling mud and the drilling mud additives. In general, the thermal stability of the drilling mud is described as 
its ability to withstand progressively increasing temperature while flowing downhole and decreasing 

temperature on flowing back to the surface [41]. The indicator to determine the drilling mud thermal stability is 

the mud's rheological properties. In relation to this study, the thermal stability of LGC and commercial 

additives, e.g. CMC, GG, and XG were investigated using the aging process at 200oC for 16 hr. Apart from that, 

0.5% w/w of each of them was chosen to be treated with the drilling mud batches. This percentage was chosen 

since the LGC acted optimally as a drilling mud multi-functional additive at this level. 

 

Table 3.2 Rheological experimental data of water-based mud with 0.5% w/w of LGC, CMC, GG, and XG 

before and after the aging process at 200oC for 16 hr 

 

3.5.3.1  Lignin Graft Copolymer (LGC) 

 The rheological parameters of LGC were listed in Tables 3.2 and 3.3; these parameters were measured 

before and after the aging process at 200oC for 16 hr. It was found that the LGC rheological parameters slightly 

changed after the LGC-drilling mud was exposed to high temperature of 200oC. Accordingly, this change did 

not affect the miscibility and the consistency of the mud, i.e. inertness was not observed on the drilling mud 

after the aging process. Interestingly, in spite of the high temperature aging process, the LGC maintained the pH 

of the drilling mud within the desired drilling pH range. The pH value was slightly deviated after the aging at 

high temperature. This also reveals the thermal stability of the LGC up to 200  oC. The thermal stability may 

ascribe to the chemical structure of LGC which comprised different functional groups. These functional groups 

such as hydroxyl, carboxylate, and methoxy groups may activate the interconnection between the LGC and the 

mud plates. For that reason, the rheological properties of the drilling mud were developed as explained in the 
previous section. 

 

3.5.3.2  Carboxy Methyl Cellulose (CMC) 

 The rheological performance of CMC was investigated under simulated hydrocarbon drilling well 

conditions, at 200oC with the aging process of 16 hr. The CMC rheological parameters and the pH values were 

tabulated in Tables 3.2 and 3.3. It was observed that the CMC rheological parameters were drastically decreased 

after the aging process. Besides and regarding the CMC pH study, the pH value tends to moderate alkali 

medium after the highly temperature aging process. It was deduced that the CMC illustrated weaker viscosifying 

and gelling abilities at high temperature 200oC. This could be due to the thermal degradation of the CMC at 

higher temperature. The poor rheological properties of the CMC at high temperatures are in good agreement 

with the previous study [43].  
 

 

 

 

 

Types of  mud 

 

           µa (cp) 

 

Before           After 

 

µp (cp) 

 

Before        After 

 

τy ( lb/100ft2 ) 

 

 Before           After 

0.5% w/w LGC + based  mud 38.00   58.50 13.00          37.00  53.37             45.74 

0.5% w/w CMC+ based  mud 97.50   25.00 19.00         18.00  129.10           14,93 

0.5% w/w GG + based  mud 105.00   23.50 35.00         18.00  149.36           11.74 

0.5% w/w XG + based  mud 82.50   21.00 64.00         16.00  58.70             10.67 
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3.5.3.3  Guar Gum (GG) 

 The rheological properties of GG were examined and its rheological parameters were tabulated in 
Tables 3.2 and 3.3. As shown in these tables, the rheological parameters decreased extensively after the high 

temperature aging process at 200
o
C for 16 hr. Accordingly, the pH value deviated from strong alkali medium to 

weak alkali medium after the exposure to high temperature. The above mentioned results illustrated the 

insufficiency of the GG as a drilling mud viscosifying and gelling agent at high temperature of 200oC. Besides 

that, the high temperature drilling simulation was negatively reduced the ability of the GG to control the drilling 

mud rheological properties. This was resulted from the pronounced effect of the temperature on the 

degradability of GG. From previous report and this study, high temperature obviously accelerates the GG 

degradation process [44]. 

 

 

Table 3.3 Gel strength (θ) and pH values of water-based mud with 0.5% w/w of LGC, CMC, GG, and XG 

before and after the aging process at 200oC for 16 hr 

 

3.5.3.4  Xanthane Gum (XG) 

 Likewise other commercial drilling mud additives, the XG rheological parameters severely decreased 

after the high temperature hydrocarbon drilling simulation at 200oC for 16 hr as observed in Tables 3.2 and 3.3. 

Furthermore, the pH value was also decreased after the aging process. As a consequence, these results indicated 

the deficiency of the XG to develop the drilling mud rheological properties at high temperatures. This could be 

due to the effect of the high temperature on the XG chemical structure. In this regard, the high temperature 

caused the thermal degradation of XG and therefore influenced its rheological properties [45]. 

 

IV. CONCLUSIONS 
 In this study, the Kraft lignin (KL) was extracted from the Kraft black liquor which is an effluent from 

the Kraft pulping process of the oil palm empty fruit bunch (OPEFB) fiber. As indicated in the FTIR spectrum, 

the extracted product has wide diversity of functional groups which chemically considered as active centers. 

Such functional groups could open newer possibilities to expand the chemically modification process of lignin. 

Within this sight, this process will enhance the applicability of lignin in many industrial aspects. In this 

direction, the water soluble LGC was successfully prepared by the means of bulk copolymerization reaction 

using p-toluenesulfonic acid (PTS) as a catalyst. Apart from that, the reaction mechanism involves an 

esterification process that facilitates the grafting reaction. 

In the application part and unlike other drilling mud additives, the LGC demonstrated an excellence thermal 

stability regardless the high temperature hydrocarbon drilling well simulation. This becomes an advantage when 

it is combined with its abilities as a drilling mud viscosifying and gelling agent. Thus, LGC has a remarkable 
potential to be used as a drilling mud additive.  
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Abstract: The Barapukuria coal mine, which is the first underground multi-slice longwall coal mine of the 

country, is located in northwest part of Bangladesh. The southern part of the Barapukuria coalmine area is a 

vulnerable zone because of the present underground coal mining activities. Land subsidence due to underground 

coal mining activities has great potential impacts on the surface and near surface structures. After extraction of 

the first slice of the Barapukuria coalmine, a massive surface subsidence has been occurred throughout the high 

productive agricultural landscapes and some public houses were damaged that were very close to the mine plan. 

This study uses numerical modeling techniques to calculate the mining-induced stress characterization and 

displacement values around an excavation mine panel. The modeling results were emphasized on the two 

mechanical parameters- (i) mean stress, and (ii) total displacement values. Calculated values of these two 

parameters have been used to predict the required strength of backfill materials. The values were estimated 

before and after the surface subsidence. Modeling results reveal that before backfilling the values of mean stress 
was ranging from 3.3 to 5.7 MPa, and the value of total displacement (surface subsidence) was about 1.23 m. 

Subsequent to backfilling, the values of mean stress was ranging from 8.1 to 10.50 MPa, which coincides with 

the value of the natural stress state. After backfilling, the calculated total displacement or surface subsidence 

value was about 0.136 m. Four samples of sand and silty sands were collected from Phulchari Gat, Sharishabari 

Gat, Vhanderbari, Pukuria area of the Jamuna riverbed. Strength of backfill materials (cement: fly ash: sand) 

was detected by using unconfined compressive strength (UCS) test associated with a curing period of 7, 14, and 

28 days.  

 

Keywords: - Mean Stress, Surface Subsidence, Unconfined Compressive Strength (UCS), Backfill Materials 

 

I. INTRODUCTION  
Surface subsidence is a very common phenomenon in many underground coal mining areas of the world. 

Surface subsidence is one of the significant mining-induced visible features of a coalmine that produced after a 
longwall panel has been extracted [1, 2, 3, 4]. Extraction of coal from underground mines generally leads to 

subsidence of the overlaying land within a period of days to years. Land subsidence can give important clues as 

to the extent of a mine and its impact on the land [5, 6, 7]. Subsequent to the extraction of first-slice of the 

Barapukuria coalmine in northwest Bangladesh (Fig.1a), it causes mining-induced surface subsidence (Fig.1b) 

that eventually causes environmental threats to the agricultural landscapes and its associated structures. 

Backfill is one of the modern technologies that are being used to minimize the mining-induced surface 

subsidence in many countries of the world. Backfill is the term for material that is used to fill voids created by 

mining activity [8]. Backfill is used for the purposes of some mining engineering functions like- (i) control of 

ground pressure, (ii) manage of deformation of surrounding rock strata of a mine panel, and (iii) prevention of 

the ground movement and fracturing of overburden strata. It leads to less deterioration in ground conditions in 

the mine, improving economic operations and safety. The purpose of the backfill is not to transmit the rock 

stresses, but to reduce the relaxation of the rock mass so that the rock itself will retain a load carrying capacity 
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and will improve load shedding to crown pillars and abutments [9, 10]. Therefore, it is reasonable to mention 

that surface subsidence can be reduced and production of a coal mine can be enhanced by using backfill 

technology [11].  

In the past decades, several methods have been used to predict surface subsidence parameters, including- (i) 

Graphical Methods, such as the National Coal Board Method used in the U.K, (ii) Profile Function Methods, 

(iii) Influence Function Methods, (iv) Numerical Modeling Methods, and (v) Empirical Methods [12]. The 

Permian age Gondwana coal has been mined since 2005 at the Barapukuria area [13, 14, 15, 16], which is 

located within a high-productive agricultural landscapes associated with densely populated areas in northwest 

Bangladesh. Mining operation without any backfill technology in the Barapukuria coalmine area causes a 
massive surface subsidence that damages high-productive agricultural landscapes associated with some public 

houses. So, the most important query regarding the key point of the present study would be focused on that, is it 

possible to minimize the surface subsidence by using the backfill technology in Barapukuria? To resolve query, 

the present study uses finite element numerical modeling method to predict the strength of backfill materials that 

would be required to minimize the surface subsidence at the Barapukuria coalmine area. The modeling result 

would be useful to enhance the production optimization and safe operation of the mine. Two major objectives of 

the present study are-  

 to compute the mean stress distribution around a mine excavation panel of the Barapukuria coalmine 

by using finite element numerical modeling, and 

 to predict the unconfined compressive strength (UCS) values of  backfill materials that were collected 

from the different locations of the Jamuna riverbed 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 1a. 

Location of the the Permian age Gondwana coal basins in Bangladesh. Sources of sands and silts at the 

numerous sand bars on the Jamuna riverbed. Four locations of collected samples are shown in Figure. 

Sand bars PG

Van
Puk

SG

PG = Phulchari Ghat of Gaibandha District,;SG = Sharishabari Ghat of 

Jamalpur District; Van = Vhanderbari area of Dhunut, Bogra District; Puk = 

Pukuria  area of Dhunut, Bogra  District, Bangladesh
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Figure 1b. Area of surface subsidence (about 0.9 to 1.3 m) caused by multi-slice longwall mining method 

after first slice extraction of coal in the Barapukuria coalmine area, Bangladesh. 

 

 

 

II.  METHODS AND MATERIALS 

2.1. Numerical Modeling  

 In the present study, a finite element numerical modeling method has been applied to determine the 

mean stress and total displacement values around an excavation mine panel of the Barapukuria coalmine. Two 

stages of calculations were carried out.  In the first stage, mean stress and displacement values were calculated 

just before backfilling of the mine goaf area, whereas in the second stage, mean stress and displacement values 

were computed subsequent to backfilling of the goaf area. The calculated values of mean stress were applied to 

predict the required strength of backfill materials. Model configuration and boundary conditions are shown in 
Fig.2. Rock mechanical properties of different geological layers (MCF, UDT, LDT, GUSS, GMSS, Coal seam 

VI, GLSS) as mentioned in the model are shown in Table 1. For details about the geological and 

hydrogeological conditions of the Barapukuria coal basin, interested readers are requested to go through the 

article of Islam and Hayashi, 2008 [13]. The upper surface of the model is free. X axis at the right and left sides 

of the model is restrained. Y axis is restrained at the bottom of the model.  

 

Table 1:  Rock mechanical properties of different geological layers 
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Figure 2. FE numerical model mesh and boundary conditions. 

 

2.2. Modeling Results 

Results of the numerical modeling are illustrated in Figs.3 and 4. The modeling results are presented in terms of 

two mechanical parameters as follows. 

 distribution contours of mean stress (MPa) before backfilling (Fig.3a) 

 distribution contours of mean stress (MPa) after backfilling (Fig.3b) 

 distribution contours of total displacement (m) or subsidence before backfilling (Fig.4a) 

 distribution contours of total displacement (m) or subsidence after  backfilling (Fig.4b) 

 

 Before backfilling, the mean stress at the upper and lower part of the mine excavation panel was about 

3.3 MPa. The value increased gradually up to 5.7 MPa towards the upper part of the model up to about 250 m 

depth (Fig.3a). Then the value decreased gradually towards the upper surface of the model. However, at the 

upper left and right sides of the excavation panel, the mean stress was ranging from 8.1 to 10.50 MPa.  After 

backfilling, the mean stress around the excavation zone was about 8.5 MPa. However, at the upper left and right 

sides of the excavation panel, the mean stress was ranging from 8.4 to 9.4 MPa (Fig.3b). This means, the 

strength of backfill materials almost coincide with the natural strength of rock strata.  

 Before backfilling, total displacement or computed surface subsidence was about 1.23 m (Fig.4a). It is 

reasonable to mention that the computed result in the present study almost coincides with the measured field 
data at the Barapukuria coalmine area. The measured data was ranging from 0.90 to 1.3 m, approximately. The 

computed result shows that subsequent to backfilling, total displacement or surface subsidence would be about 

0.136 m (Fig.4b).  
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Figure 3a. Distribution contours of mean stress (MPa) before backfilling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3b. Distribution contours of mean stress (MPa) after backfilling 
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Figure 4a. Distribution contours of total displacement (m) before backfilling 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4b. Distribution contours of total displacement (m) after backfilling 
 

 

0.015

0.005

0.006

0.007

0.009

0.003

0.012

0.005

0.002

0.003

0.002

0.003

Total

Displacement

m

0.022

0.021

0.020

0.018

0.016

0.015

0.014

0.012

0.010

0.009

0.007

0.006

0.004

0.003

0.002

0.000

-5
0

0
-4

0
0

-3
0

0
-2

0
0

-1
0

0
0

0 100 200 300 400 500 600 700 800 900 1000

Subsidence = 0.136 m after backfilling

0.187

0.058

0.072

0.086

0.101

0.130

0.144

0.058

0.043

0.029

0.014

Total

Displacement

m

0.216

0.202

0.187

0.173

0.158

0.144

0.130

0.115

0.101

0.086

0.072

0.058

0.043

0.029

0.014

0.000

-5
0

0
-4

0
0

-3
0

0
-2

0
0

-1
0

0
0

0 100 200 300 400 500 600 700 800 900 1000

Subsidence = 1.23 m before backfilling



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 248 

2.3. Test of strength of behavior of backfill materials  

        Four samples of backfill material, like sands and silty sands were collected from the different parts of 

the Jamuna riverbed, which is the widest riverbed of the country having numerous sand bars (as shown in 

Fig.1a) with huge amounts of deposits.  The following laboratory procedures were carried out to verify the 

strength behaviors of backfill materials. 

 Collected samples were dried in the air and sunlight first and then the sieving analyses were carried out by 

using ASTM standard sieves. The grain size distributions curves are presented in Fig.5, which was prepared 

by using semi-log graphical plots.  

 Some cubes with a size of 25mm×25mm×25mm (Fig.6) were made using the riverbed sands, fly-ash and 
Portland cement with different ratio. 

 Unconfined compressive strength (UCS) test of cubes with different ratio of materials were carried out to 

determine the required strength of backfill material with a curing period of 7, 14 and 28 days. The test 

results are shown in Table 2. 

 

2.3.1. Grain size distribution curves 

 The grain size distribution curves of collected samples are shown in Fig.5. Distribution curves show 

that the values of co-efficient of uniformity were ranging from 1.15 to 1.76, which indicates a poorly graded 

uniform soil. Usually, a poorly graded soil having a coefficient of uniformity of 2 or less [17]. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 5. The grain size distribution curves of collected samples 

 

2.3.2. UCS test results 

 The UCS test were carried out by taking into consideration of four samples of sands and silts that were 

collected from Phulchari Gat, Sharishabari Gat, Vhanderbari, and Pukuria area of the Jamuna riverbed (Fig. 1a). 

For the case of Phulchari Gat sample, the material ratio of 3:2:6 (cement: fly ash: sand), respectively, provided a 

result 3.30, 3.85, 5.0 MPa, respectively after a curing period of 7, 14, 28 days. If the considerable material ratio 

was 3:2:8 (cement: fly ash: sand), the strength values were 2.92, 3.50 and 4.38 MPa, respectively; after a curing 

period of 7, 14, 28 days. For the case of Vhanderbari sample, the ratio of 3:2:6 (cement: fly ash: sand) provides 

a series of strength values of about 3.64, 4.40, 5.50 MPa, respectively, after a curing period of 7, 14, 28 days. If 

the considerable material ratio was 3:2:8 (cement: fly ash: sand), the strength values were 4.10, 4.96 and 6.20 
MPa respectively, after a curing period of 7, 14, 28 days. For the case of Sharishabari Gat sample, the ratio of 

3:2:6 (cement: fly ash: sand) provided a series of strength values of 3.06, 3.68, 4.60 MPa respectively, after a 

curing period of 7, 14, 28 days.  If the considerable material ratio is 3:2:8 (cement: fly ash: sand), the tested 

strength values were 2.72, 3.20 and 3.96 MPa, respectively, after a curing period of 7, 14, 28 days. For the case 

of Pukuria sample with a ratio of 3:2:6 (cement: fly ash: sand) provided a series of strength of 4.67, 5.60, 7.00 
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MPa respectively, after a curing period of 7, 14, 28 days. If the considerable material ratio was 3:2:8 (cement: 

fly ash: sand), the tested strength were 4.45, 5.34 and 6.67 MPa, respectively, after a curing period of 7, 14, 28 

days. Unconfined compressive strength (UCS) test values with a curing period of different samples are shown in 

Table 2. 

 

Table 2: Unconfined compressive strength (UCS) test values with a curing period of 7, 14 and 28 days. 

 

 

Figure 6. Some samples of backfill material with different ratio of cement: fly ash: sand 

 

 

 

 

Samples collected from the 

Jamuna Riverbed (Fig.1) 

Cement: Fly ash: Sand Curing period and Unconfined 

Compressive Strength (MPa) 

Sample No Locations 7 days   14 days 28 days 

Sample-1 Phulchari Gat 1:0:8 0.38 0.48 1.03 

Sample-2 Vhanderbari 1:0:8 0.53 0.43 1.06 

Sample-3 Sharishabari Gat 1:0:8 0.32 0.40 0.87 

Sample-4 Pukuria  1:0:8 0.46 0.58 1.00 

Sample-1 Phulchari Gat 1:2:8 0.66 0.80 1.00 

Sample-2 Vhanderbari 1:2:8 0.64 0.78 0.99 

Sample-3 Sharishabari Gat 1:2:8 0.64 0.78 0.98 

Sample-4 Pukuria 1:2:8 1.34 1.60 2.00 

Sample-1 Phulchari Gat 1:2:6 1.30 1.56 1.96 

Sample-2 Vhanderbari 1:2:6 1.32 1.59 1.98 

Sample-3 Sharishabari Gat 1:2:6 1.34 1.58 1.97 

Sample-4 Pukuria 1:2:6 1.37 1.65 2.06 

Sample-1 Phulchari Gat 3:2:8 2.92 3.51 4.38 

Sample-2 Vhanderbari 3:2:8 3.10 4.96 6.20 
Sample-3 Sharishabari Gat 3:2:8 2.72 3.20 3.96 

Sample-4 Pukuria 3:2:8 4.45 5.34 6.67 

Sample-1 Phulchari Gat 3:2:6 3.30 3.85 5.00 

Sample-2 Vhanderbari 3:2:6 3.64 4.40 5.50 

Sample-3 Sharishabari Gat 3:2:6 3.06 3.68 4.60 

Sample-4 Pukuria 3:2:6 4.67 5.60 7.00 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 250 

2.3.3. Cost analysis of backfill materials  

The cost analysis of backfill materials includes cost of samples, transport and labor costs. Bangladesh Railway 

(BR) wagon and/or Truck would be required to transport sands from the dumping grounds that should be located 

at the western bank of Jamuna River.  The cost analysis of backfill material is shown in Table 3. 

 

Table 3: Cost analysis of backfill materials 

 

 

 
 

 

 

 

 

III. DISCUSSION  
Subsidence is a very common phenomenon in many coal mining areas of the world.  Most of the subsidence 

problems are reported to have occurred suddenly and those often remain as serious threats to the subsequent 

development [18]. From the beginning of commercial production at the Barapukuria coalmine in 2005, the first 
subsidence was recorded in 2006 in Kalupara and Balarampur villages, which is located above the coal faces 

1101 [14]. Subsequently, further subsidence was recorded in other areas during 2008, 2009, 2011 and by the end 

of 2012. At present, the total affected area of surface subsidence is almost 6.825 hectares that includes 300000 

m2 in zone-I, 213750 m2 in zone-II, and 168750 m2 in zone-III (please see in Fig. 1b). High productive 

agricultural landscapes are affected by surface subsidence that also includes 8 villages in and around the 

coalmine. Subsidence height was ranging from 0.9 to 1.3 m in respond to extraction of about 3 m coal in the 

underground. The surface areas affected by water logging for a long period of the year. 

Hydraulic sand stowing or backfilling can be a remedial measure to reduce land subsidence. This practice is 

well developed in many underground mines around the world. However, there has not been taken any 

backfilling or stowing procedures adopted in Barapukuria mine [15].  

 The present study emphasizes the strength assessment of backfill material that would be used in the 
Barapukuria coalmine to reduce the surface subsidence. Numerical modeling of a mine panel geometry 

associated with two stages of calculation for mean stress and total displacement around- (i) mining-induced goaf 

area, and (ii) backfilling conditions of that goaf, have been considered here.  Subsequent to the extraction of the 

mine panel, the calculated mean stress and total displacement values around the mine goaf were 3.3 to 5.7 MPa, 

and 1.23 m, respectively. Subsequent to the backfilling of the goaf area, the computed mean stress and total 

displacement (subsidence) values around the mine panel were 8.1 to 10.50 MPa, and 0.136 m, respectively.  

 

IV. CONCLUSIONS 
The following grounds should be considered for the sustainable development of coalmines Bangladesh in the 

near future. 

 Applied numerical modeling results associated with mean stress and total displacement values in the present 

study emphasize that the surface subsidence at the Barapukuria coalmine area would be reduced up to 90%, 

if backfilling technology is applied.  

 Unconfined Compressive Strength (UCS) test values (Table 2) and cost analysis (Table 3) of backfill 

materials reveal that the Jamuna riverbed sands and silts could be used as a cost-effective backfill material 

for the development of coalmines in Bangladesh.   

 Backfilling could be enhanced the production optimization of the Barapukuria coalmine up to 70-80% of 

the total coal resources (377 Mt).  
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Abstract: - Body-Coupled Communication (BCC) is based on the principle of electrical field data transmission 

attributable to capacitive coupling through the human body. In this paper, we have newly proposed a voltage 

mode driver circuit in the transmitter (Tx) part and an input amplifier in the receiver (Rx) part to construct a 
transceiver for (BCC). The entire work is designed in ST65 nm CMOS technology. The driver circuit is 

cascaded of two single-stage inverter and an identical inverter with drain resistor. The cycle to cycle jitter is 

0.87% which is well below to the maximum point and the power supply rejection ratio (PSRR) is 65 dB 

indicating the good emission of supply noise. A flipped voltage follower (FVF) topology is used for designing 

the input amplifier to support the low supply voltage. The open loop gain is 24.01 dB and the close loop gain is 

19.43 dB for this amplifier. The performance analysis is evaluated on the basis of corner analysis, noise analysis 

and eye diagram to find out the best possible results. The total system is maintained with very low supply 

voltage of 1-1.2V.  

 

Keywords: - BCC, FVF, driver cirtuit, amplifier, corner analysis, eye diagram 

 

I.  INTRODUCTION  
 Body-Coupled Communication (BCC) is one of the most interesting topics in the recent years. 
Communication through the body is attractive to the researchers due to its low power operation. BCC is clearly 

defined by Body Area Network (BAN). BAN is formally defined by IEEE 802.15 as “A communication 

standard optimized for low power devices and operation on, in or around the human body (but not limited to 

humans) to serve a variety of applications, including medical, consumer electronics, personal entertainment and 

other” [1]. 

 The strongest motivation of using human body as a communication channel is its speed, less 

interference, low power consumption and inherent security system compared with the existing wireless 

communication systems like Bluetooth, Zigbee and WiFi. The low power transceiver for BAN is mainly focused 

on developing an architecture of transceiver using human body as a communication channel that is capable of 

higher data rate (10 Mbs) operating at 10 MHz frequency range. This application of near field communication 

(NFC) with BAN is going to increase the number of application as well as solves the problem with cell based 
communication system depending upon the frequency allocation. So the inductive or capacitive coupling 

technique by using a human body as a communication channel could be a solution for the wireless or mobile 

communication system. Moreover, a low power transceiver for BAN would be given in favor of capacitive 

coupling as viable means of next generation touch-and-go communication.  

 BCC can operate at MHz frequencies without large couplings because the signals transmit between the 

conductive human tissues of the body coupled transceiver and the floated ground with a capacitive return path 

[2]. Basically, Low impedance capacitive coupling consumes most of the power. So, it is possible to reduce the 

power consumption by using a low impedance capacitive coupling. This communication system has different 

applications such as human health monitoring system, cardiac monitoring, blood pressure measuring, business 

card handshake and door code unlock.  

 This paper presents a driver circuit for the transmitter (Tx) and an input amplifier for receiver (Rx) to 

support the BCC. In figure 1, the overall idea behind the entire work is illustrated. It is a half duplex 
communication system that the digital data is delivered by the digital transceiver (TxRx) Baseband and first 
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Analog Front End (AFE) TxRx receives the data. The data are transmitted by the first TxRx and it is passed 

through the human body with high attenuation due to high impedance provided by the human body. The 

attenuated signal is amplified as well as provides the digital data by the second TxRx and finally it goes back to 

digital TxRx baseband. The human body acts as a communication channel and it provides almost 60 dB 

attenuation. 

 

 

 

 

 
  

 

 

  

 
AFE 

TxRx 

Digital 

TxRx 

Baseband 

 
AFE 
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Digital 
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Baseband 

 

 Electrode  Electrode

 
Figure 1: System description of BCC 

 

 The transmitter of the analog front end (AFE) is mainly focused on the output driver which provides 
ones and zeros to one side of the capacitor. It is important to maintain the shape of the signal on the other side of 

the capacitor by controlling the rising and falling edge of the signal. However, the attenuation factor due to high 

impedance provided by the human channel, the filter is not mandatory as the amplitude of the signal is very low 

and very minor change to get mixed with noise. On the other hand, an input amplifier of the receiver is 

considered to be a most complex and challenging part of the entire work. Weak signals from the transmitter 

need to be stronger and also need to be free from noise. Therefore, it requires an amplifier that can amplify the 

signal to the desired level. In this paper, a differential amplifier is designed based on the FVF topology that can 

give higher gain as well as low noise and low power consumption. By cascading the amplifier it is possible to 

obtain the higher gain. At the analog or digital interface, a Schmitt trigger is used to detect the correct 

information as well as low noise.  

 

II. CHANNEL DESCRIPTION 

 The capacitive coupling approach is chosen for BAN because of the some physical and application 

advantages. Nowadays the communication demands more flexibility, security, high data rate, low power 

consumption, small chip area and so on. The capacitive coupling approach is the new generation touch- and-go 

communication system where the modeling of the human body is a challenge to characterize the channel. In 

figure 2, it shows the top view of the capacitively coupled human body with two electrodes. 

 The top view of the body model for BAN clearly shows there is no need of direct contact between the 

electrodes and the person. On the other hand, it is important to consider the distance as the movement of the 

body affects the signal on the receiver side. As the body distance is considered 2 meter or less than that so the 
transmitted signal should be strong enough to recover when it detects from the receiver electrodes.  

 

 
Figure 2: Body model with capacitive coupling 
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 The receiver needs to be very sensitive enough to detect the transmitted signal as the signal is 

attenuated by human body. The transmission behavior of the human channel is fully depended upon the body 

resistance and coupling capacitor. 

III. DRIVER CIRCUIT 
 A good driver circuit is characterized by an optimized output impedance, a controlled falling and rising 
edges of the signal in order to shape the pulses and of course the offset error free clean signal levels. The basic 

requirements of designing a strong driver circuit for BCC is to produce a significant amount of current due to 

high attenuation of the human body at the same time low capacitance (small plates) at the transmitter side. On 

the other hand, the receiver might not detect the weak signal so that the driver circuit need to maintain the 

voltage level. Basically, there is no filter block for this design because of very well noise reduction by the body 

channel which is a great advantage of BCC. In this paper, the driver circuit is designed in such a way that it can 

maintain the signal quality which depends on the pulse distortion, skew and systematic jitter.  

In the Body-Coupled Communication project, the Manchester coded signals is chosen as it is a promising and 

simple modulation technique. In general, the Manchester encoding is applied to a simple transmitter consisting 

of only driver (inverter) driving a capacitive plate connected to the human body. Another advantage of 

Manchester encoding is that it is easier to integrate in hardware. However, depending on transmission modes the 
driver circuit divided into two basic types such as voltage mode driver and current mode driver. In this work a 

three stage voltage mode driver is used for measuring the leakage power consumption when the circuit is off 

state [3]. This architecture has very low output impedance that allows resistive region by using the CMOS 

technology. So it is essential to understand the basic properties of the COMS inverter. The static CMOS inverter 

has some important design matrix such as cost in respect to the area, integrity and robustness on the basis of 

static behaviour, performance analysis with the help of dynamic behaviour and the energy efficiency measured 

by the energy and power consumption [4]. 

 

 
Figure 3: Basic architecture of the tri-state voltage mode driver 

 

Table 1: Sizing technique of the transistors in the driver chain 

Inverter 

stage 

Width 

(NMOS) 

Value 

(µm) 

Width 

(PMOS) 

Value 

(µm) 

Stage 1 WnStage1 119  3* WnStage1 357 

Stage 2 2* WnStage1 238 3*2* WnStage1 714 

Stage 3 3* WnStage1 476 3*2*2*WnStage1 1428 

         

 The driver circuit demands big transistor size as the design requires high current. It is obvious that 

increasing the size of the transistor also increases the power consumption. It is cascaded in three stage inverters 

as shown in the figure 3. In table 1, it is shown that the width of the PMOS is three times with the NMOS of the 

same inverter. On the other hand, the width of the NMOS is two times with the preceding stage NMOS. Apart 

from, 195 nm length of the transistor provides proper pulses at the transmitter.   

     Finally, the power consumption is determined 7.398 mW for transistor level which is quite high as it is 

inversely proportional to the transistor width. In table 2, the power supply rejection is found 65 dB which 
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indicates a good emission of supply noise. The cycle to cycle jitter is lower than 1%. In addition, it consumes 

only 1.954 µW leakage power when the driver is in high impedance state.  

Table 2: The performance of the entire driver circuit 

Parameters Value 

Supply Voltage 1.2 V 

Operating frequency 10 MHz 

Power Consumption 7.398 mW 

Propagation delay 6.14 ns 

Jitter 0.87% 

PSRR 65dB 

Leakage power  1.954 µW 

 

IV. AN INPUT AMPLIFIER 
 Depending upon the reduction of the supply power, different techniques are proposed to meet the 

requirement in analog and mixed signal circuits like folding, triode-mode and subthreshold operation of metal 

oxide semiconductor (MOS) transistors, floating gate techniques and current mode processing [5]. To maintain 

the requirement of the integrated circuit design, flipped voltage follower (FVF) is chosen in this work. It is a 

kind of basic cell, which is suitable for low power and low voltage operation. Compare to other topologies, FVF 

gives a wide range of frequency band and lower output impedance, which is the main advantage of this 

topology. It is one kind of voltage follower but the main difference of the traditional voltage follower and FVF 

is that FVF has low output resistance. In traditional voltage follower for improving its high output resistance, 

there needs to increase the transconductance gain, gm which requires large current biasing and also the large 

W/L ratio. 

 

 
Figure 4: The transistor level implementation of an amplifier 

 

    In figure 4, the transistor level implementation of preamplifier is mentioned. The circuit is developed with the 

concept of flipped voltage follower. Two cascaded flipped voltage follower stages connect with a series 

resistance (RSeriesRes). This resistance is mainly a degeneration resistance. The advantage of using this 

degeneration resistance is that when the input signal is weak, small RSeriesRes gives high gain and low noise. 

Neglecting the short-channel effect and body effect, and assuming RSeriesRes≫ 2/(gm1ro1ro2) [6], the equivalent 

input transconductance is 1/RSeriesRes [6]. The gain of the circuit is approximately,  

Av ≈ RLoadRes / RSeriesRes                              (1) 

    The important thing is that the gain does not depend on the transistor but they depend on the resistance. For 

this, it gives good linearity and high accuracy performance. The circuit is also suitable for low power like 1 V or 

less.  In Figure 5 and 6, the open and close loop gain of the input amplifier is shown. In table 3, the overall 

performance of the input amplifier is mentioned. 
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Figure 5: Open loop gain of the amplifier 

 
Figure 6: Close loop gain of the amplifier 

 

Table 3: Performance analysis of the amplifier 

Parameters Value 

Supply voltage 1 V 

Open loop gain 24.01 dB 

Close loop gain 19.63 dB 

Unity-gain frequency 474 MHz 

Input referred noise PSD @ 10 MHz 8.69 nV/ sqrt(Hz) 

Phase margin 59.87 

Power consumption 2.3 mW 

Biasing current 83.931 µA 

 

V. SIMULATION RESULTS 
A. Corner Analysis 

 The corner analysis is nothing but the variation of different process nodes with different supply 

voltages and temperatures. For finding the worst-case performance in the integrated circuit, corner analysis 

gives a better view of the variations. For example, when the transistors changes their states from one logic state 

to another at the same time speed may change. 

 Figure 7 & 8 describe the corner analysis of the Tx and Rx. For Tx, the supply voltage varies from 1 V 

to 1.4 V but for Rx, it varies only from 0.9 V to 1.1 V. Temperature varies for the both from -40°C to 120°C. 

The simulation is run for 9 process corners. So the corner analysis is run for in total 9*3*3=81 points where 3 

for supply voltage variation and another 3 for temperature variation. 

 

 
Figure 7: Corner analysis of the driver circuit 
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Figure 8: Corner analysis of the receive chain by using the suggested amplifier 

 The ones or zeros are decoded in the baseband by sampling the obtained data from the AFE. The 

sampling frequency is eight times of the clock frequency. From this, it is clear that one can detect when the 

length is more than 0.0125 µs. The length of ones and zeros are respectively 0.05 µs and 0.05 µs. From the 
corner analysis, it is clear that the minimum length of ones is 0.049 µs in Tx and 0.025 µs in Rx, which can be 

easily detected by the digital baseband. 

 

B. Eye Diagram 

The eye diagram is a kind of graphical representation that can give a set of information about the high speed 

digital data transmission. In addition, it can give information about the noise, jitter, rise time and fall time. 

 

 
Figure 9: Eye diagram for the driver circuit performing in a Tx 

 

     In figure 9, the eye diagram for transmitted signal is presented where the simulation run for 30 ns with 

10 mV supply noise. In table 4, the two basic characteristics of the eye diagram are determined that one is 

horizontal eye opening at 2.5 ns and another is vertical eye opening at 1.1 V. The timing variation at zero 

crossing indicates the amount of noise where the zero crossing occurs. The timing variation at zero crossing is 

measured as 0.55 ns. The cycle to cycle jitter with respect to the data clock is 0.87%. 

 

Table 4: The results show the performance of the eye diagram in Tx 

Vertical eye opening 1.1 V 

Horizontal eye opening 2.5 ns 

Noise margin 0.25 V 

Timing variation at zero crossing 0.55 ns 

Eye level zero 5 mV 

Eye level one 10 mV 

Rise time 1.2 ns 

Fall time 1.5 ns 

Jitter 0.87% 
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Figure 10: Eye diagram for the receiver chain 

 

     In figure 10, the eye diagram is run for 60 ns period. From the table 5, the value of horizontal eye 
opening is 19.5 ns and the vertical eye opening is 0.94 V. The value of timing variation of zero crossing 

measures at 4 ns. Noise margin is the minimum tolerance level of the proper operation of the circuit which is 

0.47 V.  

 

Table 5: Measurement table for eye diagram in Rx 

Vertical eye opening 0.94 V 

Horizontal eye opening 19.5 ns 

Noise margin 0.47 V 

Timing variation at zero crossing 4 ns 

Eye level zero 7 mV 

Eye level one 1 mV 

Rise time 3 ns 

Fall time 4.5 ns 

 

C. Noise Analysis 

 Noise is an important consideration of designing any integrated circuit because it distorts the original 

signal so that the detection is hampered at the receiver. Figure 11 shows the results of transmitter after adding 3 

mV noise to the supply voltage. Figure 12 shows the noise performance after adding 1 mV noise to the supply. 

Signal is recovered successfully by passing it through the input amplifier. It is not possible to recover the 

original signal if the noise is more than 2 mV in the Rx. 
 

 
Figure 11: The waveform of the input data and the transmitter output by adding 3 mV noise 
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Figure 12: Adding 1mV noise to the supply voltage and showing output signal of Tx, Rx 

 

VI. CONCLUSION 
In BCC application, the proposed driver circuit gives progressive value in terms of jitter calculation, power 

leakage and also in PSRR compare to other circuit. The proposed input amplifier for Rx has provided some 

noteworthy results in gain performance, noise and power consumption. It is very difficult to maintain a low 

noise and low power consumption in low supply voltage but this architecture provides the improvement value of 

8.69 nV/sqrt(Hz) and 2.3 mW respectively.  We also highlighted the construction and function of the human 

body channel. Finally, this work can be considered as a new gateway for future improvement of BCC. 
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Abstract: - Genetic Algorithms is an optimization technique , based on the principle  of natural selection, 

derived from the theory of evolution , are popular for solving parameter optimization problem. The main aim of 

this study is to develop a policy for optimizing the total release of water for irrigation, power generation and 

industry purpose in different months with different constraints during lean period of the multipurpose Hirakud 

reservoir of Odisha state in India by Genetic algorithms. The policy thus developed is compared with the current 
policy used by the department water resources, Government of Odisha to release the water for irrigation, power 

generation and industry use. The result thus found out is depicted through tables and graphs. It can be concluded 

that Genetic Algorithms model has the capability to perform efficiently.  

 

Key wards: - Genetic Algorithm, Optimization, Hirakud Reservoir. 

 

I. INTRODUCTION 

 The optimal reservoir operation policy for multipurpose reservoir should specify how the total demand 

of water  could meet the available water in the reservoir. The operating policies are generally defined by a set of 

rules that specify either the reservoir target storage volume or the target release. In many practical situations, It 

is observed that the operating policies are established at the planning stage of reservoir to meet the planned 

demand like irrigation, power generation. But now a days, industrialization is one of the most important factor 

to improve the economic growth of a country. So the supply of water to the industries cannot be over ruled. 

Hence  the demand and release of water for industrial purpose should be  another parameter for the specific 

multipurpose reservoir operating model .  
         To obtain optimal operating rules, a large number of optimization and simulation models have been 

developed and applied over the past two decades. Genetic Algorithm is a robust search and optimization 

technique for solving complex problem. It was developed from the work done by Holland [ 1]. A large number 

of works has been reported on the application of GA for various complex reservoir problems .East and Hall [2] 

has applied GA to a reservoir problem with the objective of maximizing the power generation  and irrigation. 

The optimal operating policies and release rules were also derived using GA by Olivera and Loucks 

[3].Wardlaw and Sharif [4] developed a GA model for a multi-reservoir system and reported that GA can be 

satisfactorily used in real time operations and extended the applicability to complex reservoir problem. Sharif 

and Wardlaw [5] developed a GA model for optimization of a multi-reservoir system in Indonesia by 

considering different scenarios. GA models were also successfully applied by Chen [6], Kuo et al. [7]; Ahmed 

and Sharma [8]; Chang et al. [9]; Anon-dominated sorting Genetic Algorithm (NSGA-II) was developed by 
Chang and Chang  [10], to derive the operational strategies for the operations of a multi-reservoir system. 

Mathur and Nikam [11] optimized the operation of an existing multipurpose reservoir in India using GA, and 

derived reservoir operating rules for optimal reservoir operations.  Hakimi-Asiabar M et al. [12] developed a 

self learning GA model for deriving operational policies for multi-objective reservoir system. Jothiprakash V. et 

al [13]  derived a multi reservoir optimal operating policies using GA model and results of the GA model were 

then compared with conventional stochastic dynamic programming model. Recently Tripathy U.K. and Pradhan 

S.N. [14] developed a GA model for deriving optimal operating policy for Hirakud reservoir in India. The 

results obtained by GA model are compared with the current policy used by the Government of Odisha and 

observed that GA gives a better policy.  From the above study, It is found that most of the works deal with 
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release of water only for irrigation and power generation in reservoir system till date. In the present study an 

attempt has been made to derive an optimal operating policy using GA model by taking another parameter i.e. 

release of water for industrial purpose. The results of the GA model were then compared with the current policy 

used  by the Government of Odisha.  

 

II.   STUDY AREA 

            The reservoir consider in this study is the Hirakud Dam ,Multi-purpose reservoir located in the river 

Mahanadi at latidute 210 - 32’ N, and longitude 830 - 52’ E . The reservoir is constructed in the year 1956 . The 

reservoir required to meet irrigation demand, hydro power demand and flood control , which are different in 

different months. The reservoir is irrigating 1,55,635 hectors of kharif,1,08,385 hectors of rabi in Sambalpur 

,Bargarh, Balangir and Subarnapur district of orissa .The water released by the power plant irrigates another 

4560 km2 of the CCA area in the Mahanadi delta. Again it generates 307 MW hydro electricity through two 

hydro electric controlling the river flow of 9500 power plant ie. Burla and Chiplima .The dam is also km2 of the 

delta  area in Cuttack and Puri district through the drainage system.  

 The multipurpose Hirakud dam across the river Mahanadi was constructed for flood control, irrigation 

and power generation. Hirakud dam is a composite structure of  earth, concrete and masonry. The main dam 
having an overall length  of 4.8 km spans between hills Lamdunguri on left and Chandli dunguri on the right 

sides to close the low saddles beyond the abutment hills. It has the distinction of being one time this longest dam 

in the world, being 25.8 km long with dams and dykes taken together. 

       It also has the rare distinction of forming the biggest artificial lake in Asia with reservoir spread of 743 

square kilometers at full reservoir level. The reservoir has life storage of 5818 million cubic meters with gross 

storage of 8136 million cubic meters (mcm). Spilling can be affected by the operation of sluice gates 

incorporated in the concrete dam .The crest level of the spill way is at reservoir level 185.928 meter (610ft.) 

Both the split way contain 64 number under sluices, out of which 40 numbers are in the left and 24 number are 

in the right with floor at reservoir level 154.43 meters(510 ft) Each sluice has width of 3.658m(12ft) and height 

of 6.08m(20.34ft) .The sluices can discharge up to 0.95 million cubic meter per second .Free board is to be 

controlled during the filling season by the expected input capacity of the power channel and the discharge 
capacity of the spilling system subject to the flood control restraint. 

 

III. MODEL DEVELOPMENT 

       Genetic Algorithm is a search and optimization technique based on the principle of natural selection 

and genetics. This is efficient, adaptive and robust search process, producing near optimal solution. Genetic 

Algorithm are heuristic technique for searching over the solution space of a given problem in an attempt to find 

the best solution or set of solution.  The basic elements of natural genetics –reproduction, cross over, mutation 
are used in the genetic search procedure. Genetic algorithm differs from conventional optimization techniques in 

following ways:  

 

 
                                           (Fig-1, catchment area of Hirakud dam ,India ) 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 262 

 

1. GAs operate with coded versions of the problem parameters rather than parameters themselves . 

2. Almost all conventional optimization techniques search from a single point but GAs always operate on a 

whole population of points(strings) . 

 3. GA uses fitness function for evaluation rather than derivatives. As a result, they can be applied to any kind of 

continuous or discrete optimization problem. The key point to be performed here is to identify and specify a 

meaningful decoding function. 

These are the major differences that exist between Genetic Algorithm and conventional optimization techniques. 

The basic genetic algorithm is as follows: 
• [start] Genetic random population of n chromosomes (suitable solutions for the problem) 

• [Fitness] Evaluate the fitness f(x) of each chromosome x in the population 

• New population] Create a new population by repeating following steps until the New population is complete 

- [selection] select two parent chromosomes from a population according to their fitness ( the better fitness, the 

bigger chance to get selected). 

- [crossover] With a crossover probability, cross over the parents to form new offspring (children). If no 

crossover was performed, offspring is the exact copy of parents. 

- [Mutation] with a mutation probability, mutate new offspring at each locus (position in chromosome) 

- [Accepting] Place new offspring in the new population. 

 A Simple Genetic Algorithm  

• [Replace] Use new generated population for a further sum of the algorithm. 
• [Test] If the end condition is satisfied, stop, and return the best solution in current population. 

• [Loop] Go to step2 for fitness evaluation. 

        In the present study, the fitness function of the GA model is minimizing the squared deviation of monthly 

irrigation demand, power generation demand, industrial demand and squared deviation in mass balance equation 

for the lean period( Jan-June). The objective function is given by the equation  

Z= Minimize  𝑹𝑰𝒕 −𝑫𝑰𝒕 
𝟐𝟔

𝒕=𝟏  +  𝑹𝑷𝒕 −𝑫𝑷𝒕 
𝟐𝟔

𝒕=𝟏 +   (𝑹𝑭𝒕 −𝑫𝑭𝒕
𝟔
𝒕=𝟏 ) 2

 +   𝑨𝑺𝒕 + 𝑰𝒕 −𝑹𝑰𝒕−𝑹𝑷𝒕 −
𝟔
𝒕=𝟏

𝐑𝐅𝐭−𝑬𝒕𝟐 

Where 𝑅𝐼𝑡= Monthly irrigation release for month ‘t’  

𝐷𝐼𝑡= Monthly downstream irrigation demand for the month ‘t’ 

𝑅𝑃𝑡= Monthly power generation release for month ‘t’  

𝐷𝑃𝑡= Monthly power generation demand for month ‘t’ 

𝑅𝐹𝑡= Monthly release for industry purpose for month ‘t’ 

𝐷𝐹𝑡= Monthly demand for industry purpose for month ‘t’ 

𝐴𝑆𝑡  = 
1

2
 𝑆𝑡 + 𝑆𝑡+1 = Average storage in the month ‘t’ 

𝑆𝑡  = initial storage in the beginning of the month ‘t' 

𝑆𝑡+1 =Final storage in the end of the month ‘t’ 

𝐼𝑡= Monthly inflow during the period ‘t’ 

𝐸𝑡= Monthly evaporation loss from the reservoir during the month ‘t’ 

The above fitness function of GA model is subjected to the following constraints and bounds.  

 

A.    Release constraint 

The irrigation and power generation release during the month t should be less than or equal to  the irrigation and 

power generation demand in that month and are represented by 

𝑅𝐼𝑡  𝐷𝐼𝑡    t=1,2,3,4,5,6. 

𝑅𝑃𝑡   𝐷𝑃𝑡    t=1,2,3,4,5,6. 

 

B.   Storage constraint 

The reservoir storage in any month should not be more than the capacity of the reservoir, and should not be less 

than the dead storage capacity and is represented by  

𝑆𝑚𝑖𝑛 ≤ 𝑆𝑡 ≤ 𝑆𝑚𝑎𝑥  
Where  

𝑆𝑚𝑖𝑛 = Dead storage of the reservoir = 1814.976 mcm 

𝑆𝑚𝑎𝑥 = Maximum capacity of the reservoir = 7190.856    mcm 

 

IV. SENSITIVE ANALYSIS 

 Sensitivity analysis has been carried out to evaluate the effect of population size on the GA 

performance. All other parameters and run controls were set constant. Fig ( 2) shows that  the best fitness value 
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42475 is achieved at the population size 400 and is not might be good from 500 to 1000. Now by taking 

population size 400, sensitive analysis has been done to evaluate the effect of crossover fraction and from Fig 

(3) , It can be observed that the best fitness value 42676 is achieved for the crossover fraction of 0.8 . If too less 

values of crossover fraction are used, then the performance of GA is not so good. Again by taking population 

size 400 and crossover fraction .08 , sensitivity analysis has been carried out to evaluate the effect of mutation 

rate on the performance of GA . In this case we are getting the best fitness value as 42204 at the mutation rate 

0.01.The reasonable solutions are obtained when the rate of mutation has risen except at 0.05.  

 

 
(  Fig-2 , Sensitivity to population size ) 

                  

 
              

 
(  Fig-3 , Sensitivity to crossover fraction ) 
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(  Fig-4 , Sensitivity to mutation rate ) 

 

 
 

V. IV. MODEL APPLICATION AND   DISCUSSION 

  GA has been applied to the above formulated model . We have encoded at MATLAB software for 

optimizing the above multipurpose reservoir. The use of efficiency of data are taken from the sensitive analysis 

and the average inflow data has been taken from the data base of water resources department of Government of 
Odisha in India. The important input variables in the present GA model study are the monthly irrigation 

demand, monthly power generation demand , monthly industrial demand and the mean storage in the reservoir. 

The  objective of the study is to compute the quantity of water that should be released for irrigation, power 

generation and industrial purpose, keeping in view the minimum storage in the reservoir in that particular 

month. Thus 24 decision variables are considered for the lean period ( Jan-June). The fitness function evaluation 

gives the measure of goodness of the fit of the string. After fitness function evaluation ,strings  are selected 

based on the percentage contribution of the population fitness for mating and mutation to form the next 

generation by the Roulette Wheel method. 

      The population size in GA is one of the important parameters. It  is very important for obtaining 

optimum population. The size of the population ranges from 64 to 300 and even up to 1000 in water   resources 

applications. A large population helps to maintain greater  diversity but it involves considerable computational 

cost when the full model is being used to generate performance predictions. The policy thus derived shows the 
irrigation, power generation and industrial purpose deficit. 

               

VI. WATER RELEASE FOR IRRIGATION 
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( figure-5, Water release for irrigation ) 

 

Table-4 ( Release of water for irrigation) 

                       All figures are in MAcF * 102 

Month January February March April May June 

Actual 

Release 

25.2 25.3 27.8 29.7 8.6 5.4 

Result 

by GA 

29.978 29.996 29.984 29.987 29.995 29.995 

Demand 30.29 30.29 30.29 31.5 31.5 31.5 

 

WATER RELEASE FOR POWER GENERATION 

 

 
( figure-6, Water release for power generation) 

Table-5 ( Release of water for Power Generation) 
                All figures are in MAcF * 102 

Month January February March April May June 

Actual Release 29.4 17.6 24.3 23.5 43.8 45.5 

Result by GA 47 46.995 46.987 46.99 46.99 46.99 

Demand 244.14 211.24 160.71 111.0 108.2 102.6 

 

Table-6 ( Release of water for Industry Use) 

             All figures are in MAcF * 103 

Month January February March April May June 

Actual Release 6.925 5.938 7.783 6.438 7.254 7.621 

Result by GA 7.72 7.59 7.88 7.82 7.8 7.87 

Demand 9.0 7.719 10.11 8.369 9.43 9.907 

 

                                              WATER RELEASE FOR INDUSTRIAL  PURPOSE 
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( figure-7, Water release for industry purpose) 

 

VII. CONCLUSION 
 An optimal policy has been developed for release of water from the reservoir for irrigation, power 
generation and industrial purpose with average storage of the reservoir for a particular month t. Our policy 

developed through GA shows that the release of water for irrigation, power generation and industrial purpose is 

more than that of the release by the  department of  water resources, Government of Odisha, keeping strict vigil 

on dead storage of the reservoir.  Table-4 shows the  release of water for irrigation. It is observed that the result 

obtained by the GA fulfils 99% of the demand in the month of February which is the maximum and 95% is the 

minimum in the month of April.  The table-5 shows the release of water for power generation. The result 

obtained by GA fulfils 46% of the demand in the month of April which is the maximum and 19% is the 

minimum in the month of January. Similarly table- 6 shows the  release of water for industrial purpose . The 

result obtained by GA fulfils 98% of the demand in the month of February which is maximum  and 79% is the 

minimum in the month of April. Thus the policy developed by Genetic Algorithm is far better than the policy 

being used by the water resources department of Government of Odisha in India. 
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Abstract: - This paper presents an experimental approach to the drying of yam slabs using microwave. The 

reduction in the mass of the yam slab with time at medium low conditions was investigated. A theoretical model 

to describe the drying of the yam slab in microwave was developed and validated using the experimental data. 

The effective diffusivity of water molecules in yam slab in medium low power condition of the microwave oven 

was estimated to be 5.83 x 10-8 m2/s. Simulations of the model reveals that the microwave drying of yam slabs is 
very sensitive to the thickness of the yam slab and is independent of the moisture content and initial mass of the 

yam slab. As the thickness of the yam slab increases the rate of drying decreases and therefore the time for 

complete drying increases. 

 

Keywords: - Effective diffusivity, Microwave Drying, Model Development, Moisture content. 

 

I. INTRODUCTION 
 Drying of food products is essential for the preservation of the food product for long periods of time 

due to the fact that micro-organisms and food enzymes need moisture to function effectively causing food 

spoilage. Drying processes for food products include sun drying, hot air drying, freeze-drying, flash freezing and 

microwave drying.  

 Microwaves are short high frequency radio waves lying between infrared and conventional radio 

waves. Microwave drying is a rapid dehydration technique that can be applied to specific foods. The 
microwaves agitate the water molecules in the food causing them to vibrate and produce heat which drives the 

drying process. Microwave drying is rapid, uniform, energy efficient and space saving [1, 2, 3, 4 

 Zogzas et al. [5], presented a review of reported experimental moisture diffusivity data in food 

materials. Krokida et al. [6], investigated the effects of the drying methods on the colour of the obtained 

products and found that the colour characteristics were significantly affected by the drying methods employed. 

Sharma and Prasad [7] determined the effective moisture diffusivity of garlic cloves during a microwave 

convective drying process. They also investigated its dependence on factors such as microwave power, air 

temperature and air velocity. McMinn et al. [8] investigated the mass transfer characteristics for potato slabs and 

cylinders subjected to natural convective and microwave convective drying by adopting the analytical model 

proposed by Dincer and Dost [9,10]. They showed that the model accurately described the drying process of 

Potato slabs and that the power of the microwave has the main effect in drying. The model developed by Dincer 
and Dost [9, 10] was not developed from experimental data for microwave drying of food products although 

when applied to the drying of Potato slabs by McMinn et al. [8] it was accurate. Sharma and Prasad [7], 

investigation was limited to drying of garlic cloves using microwave convective drying process. In this paper, 

experimental data from a microwave drying system are used to determine the mass transfer characteristic for 

slab yam samples. An accurate theoretical model for the microwave drying of yam slabs is developed and 

validated using the experimental data. The effective diffusivity of water molecules in yam slab in medium low 

power condition of the microwave oven was estimated to be 5.83 x 10-8 m2/s. Simulations of the model reveals 

that the microwave drying of yam slabs is very sensitive to the thickness of the yam slab and is independent of 

the moisture content and initial mass of the yam slab. As the thickness of the yam slab increases the rate of 

drying decreases and therefore the time for complete drying increases.  

 



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 268 

II. EXPERIMENTATION AND THEORETICAL FORMULATION. 

The key Apparatus used for the experiment includes; Microwave oven, Weighing balance, Knife, crucible and 

scale rule. The materials used for the experiment are the yam tubers and water. 

 

1.1 Experimental Procedure 

Wash the yam tubers with water. Peel the yam tubers using knife. Cut the yam to the required thickness (1 cm) 

using knife and scale rule. Weigh the yam slab to obtain the initial weight using weighing balance. Switch on 
the microwave oven at medium low operating condition for 5 minutes. Put the yam slab on the crucible into the 

microwave oven and allow for 2 minutes. Weigh the yam slab from the microwave oven using the weighing 

balance. Repeat steps 6 and 7 until there is no significant change in weight of the yam slab or burning is 

observed. 

 

1.2 Model Development 

The model for microwave drying of yam was done based on the following assumptions: 

Initially there is uniform distribution of moisture in the yam. 

There is zero concentration of moisture on the surface of the yam. 

Drying occurs only from the upper surface of the yam slab on the crucible. 

No reaction or burning of the yam slab takes place during the drying process. 
Transfer of water molecules from the yam slab occurs in the vertical direction only. 

 

Applying the principle of conservation of mass given as: 

 

  =   -   +   1 

 

Solving equation 1 for the yam slab yields: 
𝜕𝐶𝑤

𝜕𝑡
 = 𝐷

𝜕2𝐶𝑤

𝜕𝑦2          2 

where, 𝐶𝑤  is moisture content, t is time, D is effective diffusivity and y is distance in the vertical direction 

within the yam slab. 
The moisture content is given by  

𝐶𝑤 =  
𝑤− 𝑤𝑒

𝑤𝑒
          3 

where, w is mass of yam slab and  𝑤𝑒 is the mass of yam slab when drying is complete. 

The following boundary conditions are applied to solve equation (2) 

𝐶𝑤  0, 𝑡 = 0  for 0 < 𝑡 <  ∞        4 

𝐶𝑤  𝑙, 𝑡 = 0  for 0 < 𝑡 <  ∞        5 

𝐶𝑤  𝑦, 0 = 𝜑  for 0 < 𝑦 <  𝑙        6 

where,𝑙 is the thickness of the yam slab and 𝜑 is the initial moisture content which is given by 

𝜑 =  
𝑤1−𝑤𝑒

𝑤𝑒
          7 

where, 𝑤1  is the initial mass of the yam slab. 

Equation 2 is solved with the boundary conditions of Eqs (4, 5 and 6) to yield 

𝑤 =  𝑤𝑒 +  
4

𝜋
(𝑤1 − 𝑤𝑒)  𝑒

−𝐷𝑡 
𝜋

𝑙
 

2

− 
1

3
𝑒

−9𝐷𝑡 
𝜋

𝑙
 

2

+  
1

5
𝑒

−25𝐷𝑡 
𝜋

𝑙
 

2

−
1

7
𝑒

−49𝐷𝑡 
𝜋

𝑙
 

2

…  8 

Taking the first 4 terms and writing equation (8) in terms of wet moisture content (𝜗)  

where, 

𝜗 =  
𝑤1−𝑤𝑒

𝑤1
          9 

𝑤 = 𝑤1 1 − 𝜗 +  
4

𝜋
𝑤1𝜗  𝑒

−𝐷𝑡 
𝜋

𝑙
 

2

− 
1
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𝑒

−9𝐷𝑡 
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1
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𝑒
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𝑙
 

2

−
1

7
𝑒

−49𝐷𝑡 
𝜋

𝑙
 

2

             10 

Equation (10) is the model equation describing the microwave drying of yam slab. 

 

III. RESULTS AND DISCUSSION 
Table 1 shows the comparison of the experimental data to the model results as described by equation (10). Table 

1 shows a representative result of 10 yam slabs of 1 cm thickness with which the model results were compared 
with. 
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Table 1.  Comparison of experimental data and model result 

Time (mins) 

Experiment 

mass (g) 

Model 

mass (g) % Deviation 

0 9.8470 9.3435 -5.113 

2 7.6000 7.5192 -1.063 

4 5.7130 5.4808 -4.064 

6 4.1960 4.4562 6.200 

8 3.8980 3.9425 1.140 

10 3.6000 3.6849 2.359 

12 3.4370 3.5558 3.457 

14 3.4260 3.4911 1.899 

    

Effective Diffusivity 5.83 x 10-8 m2/s 

Wet Moisture Content 0.6521 

% deviation = (model – experiment)/experiment  

It was observed during the experiment that at the 16th minute all yam slabs were burned and therefore any loss 

in weight after the 14th minute was attributed to burning. Maximum % deviation is 6.2%. The deviation can be 
attributed to the assumptions made and random error during the experiment. The effective diffusivity of water 

molecules from the yam at medium low power conditions of the microwave was calculated to be 5.83 x 10-8m2/s 

and the wet moisture content of the yam is 0.6521. 

Figure 1 shows the graphical representation of the experimental data and the model results. From Figure 1 it is 

seen that the model accurately predicts the experimental data. This indicates that the model developed is very 

accurate. 

 
Figure 1.  Graph of mass of yam slab against drying time. 

 

The result of the simulation of the model for different thickness of the yam slabs assuming constant initial 

weight of 9.847g and moisture content of o.6521 is shown in Figure 2. From Figure 2 it can be observed that as 

the thickness increases, the rate of decrease of the mass (drying) of the yam slab with drying time decreases.  

3.0

4.0

5.0

6.0

7.0

8.0

9.0

10.0

0 2 4 6 8 10 12 14 16

M
as

s 
(g

)

Time (mins)

Experiment… Model …



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  
 

Page 270 

 
Figure 2. Graph of mass of yam slab against time for different thickness. 

 

 This can be attributed to the increase in the distance travelled by the water molecules from the interior 

of the yam before it is expelled and the corresponding lesser surface (cross section) area available for transfer of 

water molecules from the yam slab since its initial mass is constant. This indicates that for microwave drying of 

yam, a thinner thickness of the yam makes for rapid drying of the yam (lesser time for complete drying). 

The result of the simulation of the model for different wet moisture content of the yam slabs assuming constant 

initial weight of 9.847g and thickness of 1cm is shown in Figure 3. 

 

 
Figure 3. Graph of mass of yam slab against drying time for different wet moisture content. 

 

 From Figure 3, it is observed that as the wet moisture content increases the mass of the yam slab when 

drying is complete decreases. However the mass of yam slab tends to this limiting value following the same 

trend.  This can be attributed to the nature of microwave. The microwave agitates the water molecules inside the 

yam to produce the heat which drives the drying process from within the yam. The more the water content of the 

yam, the more water molecules are agitated and as such the rate of removal of water increases. This indicates 

that for microwave drying of yam, the rate of drying of the yam increases with the water content of the yam and 

as such the time required for complete drying of the yam is not changed significantly. 

The result of the simulation of the model for different initial mass of the yam slabs assuming constant wet 

moisture content of 0.6521 and thickness of 1cm is shown in Figure 4. From Figure 4 it is observed that the 
graphs for the different initial mass follow the same trend.  
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Figure 4.   Graph of mass of yam slab against drying time for different initial mass of the yam. 

 

This can be attributed to the corresponding increased area for transfer of water molecules available to the yam 
slabs of bigger initial mass. This indicates that during the microwave drying of yam, the amount of water 

expelled per unit area is constant. 

 

IV. CONCLUSION 
 The reduction in the mass of the yam slab with time at medium low conditions of a microwave oven 

was investigated. A theoretical model that describes the drying of the yam slab in the microwave was developed 

and validated using the experimental data. The effective diffusivity of water molecules in yam slab in medium 

low condition of the microwave oven was calculated to be 5.83 x 10-8 m2/s and the wet moisture content of yam 

was estimated to be about 65%. Simulations of the model reveals that for microwave drying of yam slabs, the 
time for complete drying of the yam is independent of the moisture content of the yam and the initial mass of the 

yam slab but is very sensitive to the thickness of the yam slab. As the thickness of the yam slab increases the 

time for complete drying of the yam slab increases. It was also observed that the rate of drying of the yam slab 

increased as the moisture content of the yam slab increased and that the amount of water expelled per unit area 

of a uniform yam slab is constant during microwave drying. 
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Automotive (Car Paint): From Local Raw Material Castor Seed 

Oil (Ricinius Communis), As Plasticizer 
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Abstract: - Drying oils have found applications in almost all decorative, communication and surface coatings. 

Castor seed oil had been assessed as a plasticizer and film former in automotive paint making. The moisture 

content of the seed meal was low, therefore, good quality for glossy auto-paint. Soxhlet extraction method was 

used to extract the oil at 315 0C, while simple distillation method was used to separate the solvent from the  pure 

oil. The viscosity, refractive index, specific gravity were  0.425 at 26 0C,  1.471,  2.00 g/cm3, respectively, and 

are within range for automotive paint application. The mill charge, stabilization and  

 let-down, processes,  were carried out within the laboratory conditions. Different colours of  paint were 

prepared from the original formulation  by substituting the base pigment with another  as desired. The opacity, 

viscosity, wash-ability, flexibility, compatibility and other quality control tests carried out on the castor oil 

plasticized auto-paint, compared very well to the Berger auto-fine  car paint standard. 

 

Keywords: - Castor seed oil, pigments, plasticizers, alkyd-resin, auto-paints. 

     

I. INTROUDUCTION 
 Castor seed oil (ricinius communis), as one of the drying vegetable oil is derived from the castor oil 

plant seed, of the family  euphorbiaceae. It is one of the most widely used film-forming oil with applications in 

decorative, communication and surface coatings. The seed plant is wide spreading throughout tropical regions of 

Africa, India and Mediterranean areas, where they are cultivated as ornamental flowering plants[1].The spring 

fruit which is greenish to reddish-purple capsule when matured, contains the large oval shiny bean-like 

poisonous seed[2]. The seed oil is colorless to pale yellow with mild odour, tastes, and commonly referred to as 

“Palma Christi” or “palm of Christ” due to their medicinal treatments for constipation, wounds,skin diseases 

etc,[3]. The presence of ricinoleic acid (a mono-saturated compound) with 18 carbon fatty acid having hydroxyl 

group on the 12th carbon which makes derivatization of other compounds like alkyd resins, possible [4,5, 6]. It is 
one of the drying oil that  could cross-link on exposure to air to form a solid dry film, a property that makes it 

unique component in automotive paint making.       

 Paints, generally are pigmented solutions, liquefiable or mastic, which after application to a substrate, 

dry, to form solid films. The  early paints of  the Egyptians, were made from egg-shell, insects, plants, animals, 

minerals, powdered rocks as pigments, resins and water as the commonest solvent, had been improved upon to 

give better quality and durable coats[6]. Reports had shown that modern paints had been prepared to add shape, 

beauty, quality and durability to both exterior and interior finishes in automotive vehicles by incorporation of 

plasticizers[7]. Automotive paint technology are more sophisticated and are composed of blends of resins, 

fillers, additives, curing agents or extenders, to inhibit rust, cracks, resist fire or light effect on substrates, and 

designed to withstand other environmental conditions. Environmental Regulation Agencies had advised 

automotive paint industries to reduce solvent emission in their paint products to check-mate air pollutions [8]. 

This is because conventional solvents in paints could evaporate into the air during the drying process to release 
the green house gases that could cause global warming and are detrimental to health [9]. Plasticizers are inert 

polymeric materials with high boiling point and functions by embedding themselves between the paint 

components to enhance their cross-linkages[10]. They are dispersants or additives that could increase the 

plasticity, flexibility, compatibility, washability and durability of auto-paint or gloss paints in general [11]. 

Studies had shown that plasticizers had been used to improve the strength of glass-fiber reinforced plastic motor 

cases, concrete clays and related products[12]. An unplasticized surface coats result into loss of flexibility, 
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emblittlement and cracking within a short period of time[13]. Serious negligible damages had been observed as 

it concerns maximum average loss in burst strength in motor cases without plasticizers than those with 
plasticizers [14]. Medical reports had also shown that plasticizers are also used to improve hormone-like and 

estrogenic activities in the body[15]. Researchers had compared other   drying oils and proved castor oil good 

for most chemical or medical products like in the production of cosmetics, coatings, etc [16].  As part of my 

contributions to improve the economy, health standard, minimize solvent emission of dangerous gases from 

paints and increase the quality of automotive paints, I embarked on the extraction and  application of castor oil 

as a plasticizer in auto-paints, as an alternative to the expensive and imported linseed oil for applications in 

automotive or  gloss paint making generally. 

 

II. MATERIALS AND METHODS 
 The apparatus include; soxhlet extraction sets, stopwatch, leveling cup, viscometer cup, refractometer, 

Hegman finess grinding-guage, water bath, thermometer, heating mantle, steel-metal panels etc. The materials 

include: titanium dioxide, xylene, white spirit, nitrocellulose, alkyd resin, etc.  

 

2.1: METHODS:  
 The castor oil seeds were obtained from afor market, Akwaeze in Anaocha local government Area of 

Anambra State. The hard back, with white spotted shells were carefully separated and the seeds weighed, 

ground to seed meals of 2.15 mesh and the moisture content taken. The extraction of the oil was carried out at  

315 0C using  soxhlet extractor and petroleum ether as the solvent.  

The physico-chemical analysis were carried out on the oil sample to ensure its suitability in automotive paint 

making, according to the ASTM (2010), standard. The viscosity testing was carried out on the oil using Ford #4 

viscometer cup at 25 0C and a stop watch to monitor the flow resistance of the oil. The refractive index was 
recorded using the Abbe  refractometer of AR200 model, while specific gravity test was carried out at the 

pressure of 1 atm and the value calculated using the formular; specific gravity(SG) = volume of oil sample 

divided by volume of water. The boiling point was carried out using  - 4 to 360 0C capacity thermometer.  

 

2.2: Preparation of Auto-paint; This process was carried out in three stages:-  

The milling stage;  
 This involves dispersion of 23.65 wt % of titanium dioxide in 70ml of white spirit , using 1000ml 

ceramic mortar and pestle. The process lasted for 45 minutes while testing the fines of the pigments using 

Hegman’s fines-gauge, until 5.67cm3/10.5µm fines was achieved, according to the American Society of Testing 

Material (ASTM) standard(D817-96(2010)[102]) for automotive paints. 

   The stabilization stage; The temperature of the dispersed pigments was lowered to 250C by addition 
of 70ml of xylene while stirring to increase the intermolecular distance and prevent aggregation of the particles. 

90 ml of Alkyd resin was added to the paint mixture to ensure good quality . 

 The let down stage; Involves incorporation of other additives like cyclohexanes and nitrocellulose , 

plasticizers (castor seeds oil), etc, to increase the flexibility, brushability, plasticity to prevent curing  of the 

paint solution. The temperature of the finished paints were allowed to drop from 780C to 260C before storing in 

an air tight container. 

 

2.3: Quality control tests:  
 The quality control tests were carried on the paint samples and compared to the 

commercial Berger auto-paint sample in relation to opacity, drying time, washability, specific gravity, etc. The 

specific gravity test was carried out on the research sample according to ASTM standard (2007). Opacity testing 

was performed by spreading the paint on an opacity white paper with black lines across them, and the hiding 
ability of the research paint  was observed visually. The viscosity testing  was done using a Ford #4 viscometer 

cup at 26 0C and a stop-watch to record the time for the last drop of the paint samples. The paint sample was 

thinned down for easy brushing before spraying on the metallic panels using a spray gun, while the storage 

temperature was also determined by the drying time monitoring[20] .  

 

III. RESULTS AND DISCUSSION 
 The physico-chemical analysis carried out on the castor seed oil to assess its suitability in automotive 

paint making is shown on table 1. The values of the refractive index of castor seed oil (1.471) and viscosity 

(0.425 at 25 0C), are  high as   compared  to the commercial linseed oil or cedar wood oil which are the 
industrial  standard for auto-paint making according  Daniel, (2007). The high viscosity is an advantage to 

control the melt flow of   auto-paints. The higher specific gravity of (2.00 g/cm3), of  the oil sample is attributed  

to the solvent contamination during the extraction process. The high percentage of castor seed oil, titanium 

dioxide, alkyd resin, with 20.15, 23.15, 11.42 wt. % respectively, as shown on table 2, was chosen in order to 
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formulate a characteristic white glossy and plasticized auto-paint.  The drying time of  the oil was monitored 

under the atmospheric condition and the period of film formation was recorded at 30minutes, which was quite 
good for surface coatings, according to Berger paint standard (1998). The opacity result of the castor seed oil 

plasticized auto-paint as shown on table 3, indicated that the   hiding ability is quite better than the unplasticized 

sample paint compared to the commercial paint. This could be attributed to the cross-linking effect of the castor 

oil as plasticizer, when exposed to the atmospheric oxygen, Wollensak, et al, [2003].     

The viscosity values for plasticized paint sample is lower as shown on table 3, because addition of the castor oil 

reduces the cohesion of the intermolecular forces along the chains and increases free flow, flexibility, elongation 

and workability of the paint components. Ibemesi and Attah (1990), had suggested that drying time of 

plasticized paints are  generally reduced, due to the presence of the ricinoleic acid. The stages of dryness, from 

dust free time to touch dry, through tack dry and hard dry time, as shown on table 3, exhibited satisfactory  

quality for the research plasticized automotive paint as compared to the unplasticized commercial paint. The 

castor seed oil plasticized automotive paint exhibited higher gloss, flexibility, increased adhesion, durability, 

smooth, ruby and provided additional protections to the substrate against corrosion and other weather 
conditions, as was observed on the coated steel panel, in accordance to the contributions of  Needs, et al [1995]. 

 

IV. CONCLUSION 
 Castor seed oil has been proved to be an alternative to the widely used, expensive, imported linseed oil, 

in paint making. Farmers are also encouraged to embark on the production of castor seed plant, considering its 

inexhaustible roles in oil paint making, medicine, cosmetics and other industrial applications. The review on the 

use of castor oil as plasticizers, in automotive paints are now strongly  recommended, in order to minimize 

solvent emission, to check-mate release of green house gases during paint drying which are hazardous to life. 

Automobile Engineers are also advised  to incorporate castor seed oil as plasticizers in the surface coatings to 
protect their devices/ automobiles against corrosion, cracks, and to improve their attractive appearances.     

 

Table  1: The physico-chemical analysis of the castor seed oil  compared to other drying oils: 

Tests Castor Seed Oil 

 

 

 Linseed Oil Cedar Wood   Oil 

Appearance Colourless   

to Pale Yellow 

  Golden   Brown  

  to Yellow 

Pale Yellow  

to Dark Yellow 

Refractive Index    1.471 

 

  1.4835    1.516 

Specific gravity (g/cm 3 )     2.00   0.945    0.9250 

Viscosity at 26 0 C      0.425   0.8   2000 mPa 

pH     4.92    -       - 

 

Boiling  point (0 C) 

 

 

     330 

      

  253 

      

       - 

The comparative values of the castor seed oil sample to the commonly used commercial drying oils . 

 

Table 2: The formulation for the castor seed oil plasticized top coats (finishes) 

Raw Materials Percentage  

Weight(wt. %) 

Volume  

 (ml) 

Castor oil 20.15 168.00 

Titanium dioxide 23.65 200.00 

Xylene 16.52   70.00 

White spirit   7.42   70.00 

Cyclo hexane   6.79   45.00 

Trimethyl benzene   6.40   45.00 

Alkyd resin 11.42   90.00 

Methylethylketone   5.65 192.00 

Nitrocellulose   2.00 110.00 

Total 100.00 1000.00 
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Table 3: Results of some quality control testes carried out on the paint samples 

                                       Research Paint Sample Commercial Paint 

Tests  Plasiticized  Unplasiticized Unplasticized 

Opacity   Excellent   Fair   Good 

Viscosity at 26 
0
C

 
   92.50  96.10    97.25 

Specific gravity (g/
  
cm

3
 )     1.14   1.75      1.16 

Dryingtime(minutes);    

  dust free time         2       5           4 

  touch  dry time         3       6           5 

 tack dry time         4     10           6 

Hard dry time         6     20         10 

  Value of some quality testes on the research paint samples 
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 Abstract: - According to need of high investment to construct power plants, the country's generation expansion 

planning has the particular importance. However, the economic evaluation of distributed generation on power 

system is an essential step in related studies of this production, in generation expansion planning. In this paper, 

economic competitiveness of distributed generation and centralized power plants, in the Iranian Power Grid has 

been analyzed. In order to evaluate the economic justifiably of using these productions, Effective factors in 

economic justifiably of distributed generation in the development of the power generation system, has been 

studied using WASP software. Finally, the amount use of the distributed generation capacity and their 

corresponding costs, Along with the national grid, are compared with each other. 

 

Keywords:  - Distributed Generation, Generation Expansion Planning, Renewable Energy, WASP. 

 

I. INTRODUCTION  
 Energy consumption is rapidly increase in development countries, which effects global climate change 

and global and regional energy management. Among the various kinds of energy carriers, electricity has a 

special role in helping to attain social and economic development. The problem of power system planning may 

be classified as generation expansion planning (GEP), transmission expansion planning (TEP), and distribution 

expansion planning (DEP) [1]. This decomposition is normally performed to make the very highly complex 

combined problem possible [2]. 

 Generation Expansion Planning (GEP) is considered one of major parts of power system planning 

issues. The aim of GEP is to seek the most economical generation expansion scheme achieving an acceptable 

reliability level according to the forecast of demand increase in a certain period of time [3].  

The feasibility of the generation structure, the cost of primary energy resources and fuel for the scheme, and the 

reliability indices of electricity supply, make generation planning a very complicated optimization 

mathematically [4]. Some of these restrictions have been applied in GEP in the recent literature [5]-[7].  

WASP-IV is powerful software developed by International Atomic Energy Agency (IAEA) in which a dynamic 

programming approach is employed to find an overall optimal required generation capacity for the network so 

that an index, such as LOLP, is minimized [8].  

 In using WASP-IV, it is assumed that the fuel cost throughout the geographical distribution of the 

network is uniform. This assumption is invalid in real life, as allocation of a power plant far from a fuel resource 

supply center results in high fuel transmission costs. Moreover, in using WASP-IV, a single-node load center is 

assumed which is not obviously a valid assumption [8]. In other words, while WASP-IV is capable of predicting 

the overall generation capacity requirements for the grid, it is unable to geographically distribute and allocate 

the capacities among the areas [1]. 

 Distributed Generation (DG) is an emerging approach to provide electric energy close to load center. 

Changing economic and regulatory environment and also technological innovations has resulted in a renewed 

interest for distributed generation in the last decade [9]. 

DG is a feasible alternative for developing new capacity, especially in competitive electricity networks, from an 

economic, technical and environmental point of view [10]-[12]. Power system deregulation and the shortage of 

transmission capacities have led to increase interest in DG sources [13]-[18].  

 Nowadays, DG is a broadly-used term that covers various technologies; however, it is difficult to find a 
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unique DG technology that takes into account multiple considerations, such as economic, technical, and 

environmental attributes [10]. 

 Also, it is known that renewable energy such as wind, hydro, solar, and geothermal are relatively 

expensive and limited in availability. Anyway, to mitigate the environmental impacts to the planet and the risk 

of depending only on few sources of energy, there is an increasing interest in renewable energy sources [16]. A 

multistage model for distribution expansion planning with DG is proposed in [19],[20]. 

 This paper is organized as follows: In Section II, the generation expansion planning is described. 

Section III shows how the optimization problem is formulated, with details of the objective function and 

constraints imposed. The detail of Iranian Power Grid is presented in Section IV. This paper ends with a 

presentation of conclusions.  

 

II. GENERATION EXPANSION PLANNING 
 Generation expansion planning (GEP) problem plays an important role in planning activities and 

determines which generating units to be commissioned and when to commit online over the long-term planning 

horizon [1],[2]. 

 The objective of GEP is to minimize the total investment and operating costs associated with the 

addition of new units and to satisfy the reliability, fuel mix, and the demand criterion. GEP is a highly 

constrained, nonlinear, discrete optimization problem. The emerging techniques applied to solve GEP are 

reviewed in [4]. The different metaheuristic techniques have been applied to solve the single-objective GEP 

problem [6],[7]. 

 The problem to be solved is a generation expansion planning considering the effect of renewable 

energies. The aim is analysis the economic competitiveness of distributed generation and centralized power 

plants, in the Iranian Power Grid. 

 GEP problem is defined as the problem of determining what capacity, which, and when new generating 

units should be constructed over a long range planning horizon. To achieve this aim, the WASP software using 

single nodal generation planning model is employed to satisfy the expected energy demand (Fig. 1.).  

The problem is supposed to be solved for several years within a specified planning horizon. In doing so, the 

following points are worth mentioning: 

 

 The planning problem to be solved is of a dynamic type. In other words, the planning horizon is divided 

into several stages and subperiods of known duration, so the elements to be installed in each stage should be 

determined. In addition, it is assumed that the predicted load is known for each stage. 

 Load Duration Curves (LDCs) represent the operating conditions of power systems over the time; they are 

obtained from hourly data of demand over a period of time. It can be used in generation expansion planning 

when all the load and all the generating units are assumed to be connected at the same node (single nodal 

point generation planning). LDC consists of several levels, as shown in Fig. 2. It is a linear approximation 

to practical load during curve. 

 Spare or redundant capacities in generation and network facilities have been inbuilt in order to ensure 

adequate and acceptable continuity of supply in the event of failures and Forced Outage Rate (FOR) of 

plant, and the removal of facilities for regular scheduled maintenance. Therefore, the total outage in the 

failure events may be due to a forced outrage or a maintenance outage [21]. Those are not neglected in the 

proposed approach. 

 The reliability of generation system configuration is evaluated by WASP in terms of the Loss of Load 

Probability index (LOLP). This index is calculated in WASP for each period of the year. 

 

 As mentioned before, The WASP model has been enhanced to facilitate the work by electricity 

planners and is currently accepted as a powerful tool for electric system expansion planning [8]. The response 

space and constraints for solving GEP problem using WASP-IV is shown in Fig. 3. In this figure, PGcon 

represents the installed generation capacity curve of under construction and downtime generating unit in the 

network in planning horizon. Increasing the curve in some periods, expresses the increase of the capacity of the 

network due to installed generating units under construction. On the other hand, reducing the curve meant the 

outage of generating units due to end of their useful life. According to the mentioned issues, the production 

should be within the range of S (the feasible solution domain). Therefore, with the loss of the network adequacy 

since t0, by doing an optimal GEP, PGsch curve is obtained. It represents the installed generation capacity of new 

scheduled generating units to restore the generation network adequacy.  
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Fig. 1.  A single-node sample network. 
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Fig. 2.  Linearly approximated load duration curve. 
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Fig. 3. The feasible solution domain and constraints for solving GEP problem. 

 

III. PROBLEM FORMULATION 
 The problem as defined in Section II is, in fact, an optimization one to be solved by a proposed solution 

algorithm. The formulation of the composite expansion planning of generation and transmission line is 

presented in this section. The objective function terms as well as the various constraints will be discussed in the 

following subsections.  

 

A. Objective Function 

 For the long range of planning, the present value of the total cost of engineering project is usually taken 

as an objective function. Therefore, the objective function to be minimized is the present value of investment 

and operational costs. This objective function is defined as the total present value sum of the investment cost for 

new units and the generation costs. 
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                                                       
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                      (1) 

 Where Itsib, Ftsib, Mtsib, Otsib, and Stsib are respectively present value for investment cost in year t in bus b 

of generating unit si, fuel cost of generating unit si, maintenance cost of generating unit si, operating cost of 

generating unit si, and salvage value for investment cost of generating. T is number of years in a planning 

horizon. 

 

B. Constraints 

The constraints to be observed during the optimization process are as follows: 

Generation capacity: the capacity sum of newly installed and existing generating units are more than or equal to 

the load demand plus reserve in each year within planning period. 

     cttctctt DbPGDa )1()1( 
                                       (2) 

Where at and bt are respectively Lower bound and Upper bound of reserve margin in year t; Dct  is forecast 

peak demand in the critical period of year t; and PGct  is Installed generation capacity in the critical period of 

year t. 

Reliability: the reliability index LOLP is used to evaluate adequacy of generating units.  

ctLOLP
                                                   (3) 

Where 
ctLOLP

 
is

 
LOLP index of critical period in year t and   is standard level of LOLP index.

 
The presence of hydro power plants: this constraint expresses the maximum energy obtained from a hydro 

power plant in the different periods of the planning horizon at different climatic conditions. 
max

hcdtdhc WtPG 
                                               (4) 

Where PGhc  is installed generation capacity of hydroelectric plant h in hydrological condition c, td  is 

duration of subperiod d, and max

hcdtW is
 
maximum energy enhanced from hydroelectric plant h in hydrological 

condition c in subperiod d in year t. 

Fuel constraint: maximum fuel supply of different fuel types of thermal plants. 
max

fd

i

ifd FF                                                    (5) 

Where Fifd is fuel consumption type f of thermal unit i in subperiod d and max

fdF is maximum fuel type f 

available in subperiod d. 

Emission constraint: maximum production rate of pollution. 
max

edt

i

iedt EE                                                   (6) 

Where Eiedt and m ax

edtE are total emission type e of generating unit i and Maximum emission type e in subperiod 

d in year t, respectively. 

Repairing time of different types of generating units: 

 Repairing time for each unit ≥ Required maintenance time                                     (7) 

Maximum number of generating units in each period throughout the planning horizon. 
max

itit NGNG 
                                                  (8) 

Where NGit is number of new generating unit i constructed in year t and max

itNG  is
 
maximum number of allowed 

generating unit i constructed in year t. 

 

IV. IRANIAN POWER GRID 
 To validate the mathematical model given in section III, the Iranian power grid as a large scale system 

is considered. Iran is a vast country that has extensive resources of fossil fuels. Major fuel resources are located 

in the southern part of the country. In the previous years, these resources have been transferred by the oil and 

gas pipelines to most parts of the country [1]. 

 As Fig. 4 shows, the power plants under construction, cannot supply the system demand until the end 

of the study period (2025). Due to the complexity of the production facilities technology and electric power 

transmission, construction of new electrical facilities is very time consuming. Therefore, it is essential that other 

plants should be added to the production system in addition to the mentioned plants. 
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 Candidate plants specifications considered in this paper, in accordance with the Table I, are introduced 

into the software. The candidate plants includes the 325 MW steam units (S325), 130 MW big gas units (G130), 

400 MW combined cycle units (CC40) and distributed generations (DG30). The WASP software will specify 

the optimal development of production systems with selecting adequate capacity and types of the candidates, in 

terms of presence or absence of distributed generations according to system requirements. 

 

 
Fig. 4. Approved projects of generation capacity of under construction units by 2016. 

 

TABLE I  TECHNICAL AND ECONOMIC ATTRIBUTES OF CANDIDATE GENERATING UNITS  

Type of Generating Units 
Attributes 

DG30 CC40 G130 S325 

30 400 130 325 Generation range (MW) 
1 5 2 5 Installation lead time (Yr) 

23 30 15 30 Life time (yr) 
4.95 13.67 10.2 12.9 F.O.R. (%) 

7 43 40 56 Maintenance (hr/yr) 
69 76 62 92 Capacity factor (%) 
51 50 33.4 38.5 Efficiency (%) 
713 850 500 800 Investment cost ($/kW) 

0.01 0.11 0.11 0.28 
Fix operation and Maintenance cost ($/kw-

month) 

0.018 0.90 1.23 0.36 
Variable operation and Maintenance cost ($/kw-

month) 
20 3 10 5 Allowed installed generating units in RECs 

 

 Due to global fuel crisis and environmental issues such as restrictions on greenhouse gas emissions, 

among the technologies used in distributed generation, the renewable energies are especially important. 

Although renewable energy sources such as wind, photovoltaic, fuel cell and ... Are relatively expensive, but 

into the reasons mentioned, the increasing desire to develop these resources exist. Although renewable energy 

sources such as wind, photovoltaic, fuel cell and ... are relatively expensive, but according to the mentioned 

reasons, the increasing desire exist to develop these resources. 

 It is known that renewable energies such as wind, solar, and geothermal are relatively expensive and 

limited in availability. However, to mitigate the environmental impacts to the planet and the risk of depending 

only on few sources of energy, there is an increasing investment in renewable energy sources. Based on 

calculations, Iran enjoys only a moderate supply of wind power, though some regions have continuous airflows 

with sufficient energy to produce electricity. The potential capacity of wind power is figured at about 6500 MW 

for the country, mostly in the eastern sections [10] 

The DG technologies that are considered as alternatives in this comparative assessment are: Wind Technology 

(WT), Photovoltaics (PV), Fuel Cell (FC) and Microturbine (MT).  

In this paper, the mean of technical and economic values of these technologies, according to the Table II, are 

used as the distributed generation to perform generation expansion planning. 
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TABLE II TECHNICAL AND ECONOMIC ATTRIBUTES OF CANDIDATE DGS 

DG Technologies 
Attributes 

DE CT MT WT 

7 9 1 12 Installation lead time (Yr) 
20 30 20 20 Life time (yr) 
5.7 4.2 6.7 3.2 F.O.R. (%) 
250 350 20 40 Maintenance (hr/yr) 
80 70 95 30 Capacity factor (%) 
40 42 82 40 Efficiency (%) 
350 550 950 1000 Investment cost ($/kW) 

0.01 0.01 0.01 0.01 
Fix operation and Maintenance cost ($/kw-

month) 

0.025 0.024 0.014 0.01 
Variable operation and Maintenance cost 

($/kw-month) 

 

 The planning horizon is 16 years and each year is divided into four subperiods and considers three load 

levels. The first stage starts at the base year. The annual rate of interest on capital was set at 10%, with present 

value factors for the costs of investment and operation. General information required to perform this study is 

presented in Table III. 

 With rapid annual growth of 5% - 8% electric consumption, the grid is confronted by a challenging 

planning problem for the years to come. Table IV gives the peak load ratio for each subperiod. Linearly 

approximated load duration curve is shown in Fig. 5. In this study, LDC is considered as a three-piece linear 

approximation.  

 From 56181 MW installed generation capacity in the Iran Power Grid at the end of 2009, thermal 

(86.2%), hydro (13.7%), and miscellaneous (1%) are distributed geographic-ally among 16 RECs [8]. Due to the 

complexity of the generation facilities, the construction of new electrical facilities is very time consuming. If the 

country is faced with the blackouts phenomenon due to lack of generation facilities, solving the problem in the 

short term, even with extra spending, is simply not possible. Therefore, new generating units must be added to 

the grid in addition to the existence units.  

 

TABLE III GENERAL INFORMATION 

Value Parameter 

2010-2025 Study period 
2025 Planning horizon 

4 
Number of periods in 

year 
10 Annual rate (%) 
10 Annual rate (%) 

10 
Minimum reserve 

margin (%) 

30 
Maximum reserve 

margin (%) 
0.05 Critical LOLP (%) 

 

TABLE IV PEAK LOAD RATIO FOR EACH SUBPERIOD  

Peak Load 

Ratio 
Period 

0.8996 1 

1 2 

0.8936 3 

0.8348 4 
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Fig. 5. Linearly approximated load duration curve of the Iranian power grid. 

 

 As shown in Fig. 6, total generation capacity of the existence and under construction units, would NOT 

provide the generation grid constraints until the end of the planning horizon. In this figure, PG1 represents the 

installed generation capacity curve of under construction and downtime generating unit in the network in the 

planning horizon. 

 

V. ANALYSIS OF THE IRANIAN POWER GRID WITH DISTRIBUTED GENERATION 
 In this section, according to the descriptions and information presented in the previous section, 

generation expansion planning considering distributed generation have been implemented to Iran Power Grid.  

In this section, the results of the WASP software to determine the optimal development scheme of the 

generation networks with distributed power generation are given in four different scenarios during the period of 

2010 to 2025. It is noted that the approved power plans by Ministry of Energy to expand generation capacity by 

2016, in accordance with the Fig. 4 is introduced to the software. 

 

 
Fig. 6. Iranian Power Grid situation in planning horizon. 

 

 Due to the nature of distributed generation, distribution networks are considered as the most 

appropriate location to connect them to the power system. In addition to distribution feeders, which almost all 

research done in the field of distributed generation allocation has been assigned to them, the above distribution 

posts can be suitable for construction distributed generation from the perspective of distribution companies. No 

need to considerable expansion of the transmission network and reduce the costs related to expansion of these 

networks, along with reduced losses, are some advantages of the distributed generation. 

In this section, with respect to the description of the previous sections, to evaluate the competitiveness of 

distributed generation on generation expansion planning of power networks, four scenarios have been designed 

and implemented and their results will be described in the following. For this purpose, at first an option has been 

selected as the base, then tried to study the justification of the power plant in the different scenarios. 
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Terms of each scenario are: 

Scenario 1) consider the base state of the system 

Scenario 2) the effect of non-implementation of the approved construction program 

Scenario 3) the impact of increasing transmission costs associated with implementation of centralized power 

plant  

Scenario 4) the combined effects of non-implementation of the approved construction program and increasing 

trans-mission costs associated with implementation of centralized power plant. 

More scenarios features are detailed in Table V. 

It can be seen that in the first scenario, 5 steam units, 301 big gas units, and 5 distributed generation units with 

the total capacity of 40,905 MW are selected and used by 2025 in addition to existing and under construction 

power plants. The average annual value of LOLP is equal to 0.26, which is equivalent to the blackouts 

probability of 0.94 day of the year. The cumulative present value of total costs is 38.26 billion dollars that is in 

fact the lowest cost to develop the system. 

Any further capacity intent to improve the reliability or the less capacity to lower investment costs, thereby 

increasing the total cost of the system. Results of other expansion planning scenarios are presented in the Tables 

VI and VII. 

As is observed, considering the technical advantages, especially the Establishment Location of distributed 

generations in the fourth scenario, 16 renewable energy units with total capacity of 480 MW by 2025 is 

scheduled for construction. Figures 7-10 show the new generation capacity planned for each year and Figures 

11-14 show the network status of Iran's power grid in every scenario. 

By doing the optimal GEP, as shown in Fig. 7, the total installed generation capacities of new scheduled 

generating units restore the generation network adequacy.  It represents with PG2 in this figure. It is obvious 

that, with regard to the environmental impacts, feasibility of DGs based on renewable energy technologies, will 

considerably increase.  

 

 
 

The Improvement of the proposed approach to determine more details of every region (i.e., R11) is best 

illustrated by a simple sample as shown in Fig. 8. This figure indicates how to apply the proposed method in the 

large scale networks. 
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TABLE V CHARACTERISTICS OF SCENARIOS 

Scenario 4 Scenario 3 
Scenario 

2 
Scenario 

1 
Parameters 

50 % 100 % 50 % 100 % 
Full implementation of construction of 

thermal units 
50 % of 

Centralized 
unit 

50 % of 
Centralized 

unit 
--- --- 

Considering the cost of the transmission 
network 

 

TABLE VII RESULTS OF THE PROPOSED METHOD FOR EVERY SCENARIOS 

Scenari
o 4 

Scenari
o 3 

Scenari
o 2 

Scenari
o 1 

Parameters 

74.96 44.34 60.18 38.26 
Total cumulative costs 

($106) 

0.465 0.260 0.464 0.260 annual average of LOLP (%) 

1.67 0.94 1.67 0.94 Outage period (days per year) 

 

 

 
Fig. 7. Capacity of the scheduled power plants in 

Scenario 1. 

 

 
Fig. 8. Capacity of the scheduled power plants in 

Scenario 2. 

 
Fig. 9. Capacity of the scheduled power plants in 

Scenario 3. 
 

 
Fig. 10. Capacity of the scheduled power plants in 

Scenario 4. 

 

 
Fig. 11. Expanded Iranian Power Grid situation in 

planning horizon in Scenario 1. 

 
Fig. 12. Expanded Iranian Power Grid situation in 

planning horizon in Scenario 2. 

2018 2019 2020 2021 2022 2023 2024 2025
0

1000

2000

3000

4000

5000

6000

7000

P
ow

er
 (M

W
)

 

 

DG30

S325

G130

2013 2015 2017 2019 2021 2023 2025
0

1000

2000

3000

4000

5000

6000

7000

P
o

w
e

r 
(M

W
)

 

 

DG30

S325

G130

2018 2019 2020 2021 2022 2023 2024 2025
0

1000

2000

3000

4000

5000

6000

7000

P
o

w
e

r 
(M

W
)

 

 

DG30

S325

G130

2013 2015 2017 2019 2021 2023 2025
0

1000

2000

3000

4000

5000

6000

7000

P
o

w
e

r 
(M

W
)

 

 

DG30

CC40

S325

G130

2011 2013 2015 2017 2019 2021 2023 2025
40,000

50,000

60,000

70,000

80,000

90,000

100,000

110,000

120,000

130,000

140,000

150,000

160,000

P
o

w
e

r 
(M

W
)

 

 

D

A

B

P2

2011 2013 2015 2017 2019 2021 2023 2025
40,000

50,000

60,000

70,000

80,000

90,000

100,000

110,000

120,000

130,000

140,000

150,000

160,000

P
o

w
e

r 
(M

W
)

 

 

D

A

B

P2



American Journal of Engineering Research (AJER) 2013 
 

 
w w w . a j e r . o r g  

 

Page 285 

 
Fig. 13. Expanded Iranian Power Grid situation in 

planning horizon in Scenario 3. 

 

 
Fig. 14. Expanded Iranian Power Grid situation in 

planning horizon in Scenario 4. 

VI. CONCLUSION 
 In this paper, the economic competitiveness of distributed generation with centralized thermal power 

plants was studied in long-term expansion planning.  Although the large scale of this issue prevents the use of 

classical and modern mathematical methods to solve the planning, But in this paper, a part of the facts contained 

competition distributed generation with centralized power plants included. Due to the importance renewable 

energies, used these types of technology as distributed generation for long-term generation expansion planning. 

Considering the technical features of distributed generation in generation expansion planning, especially their 

construction Location, lead to not additional costs of the transmission network. So, a significant increase of 

competitiveness between distributed generations with centralized power plants will occur in the country. 

Therefore if construction of distributed generation done based on technical and economic studies, it would have 

a significant economic benefit. 
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Abstract: - This paper demonstrates the applicability of a linear regression model to accurately determine the 

expected LNG production rate for a functional industrial LNG plant which uses the C3-MR liquefaction 

process. A total of 501 data points obtained at times of maximum plant LNG production rates were used for the 

regression analysis. The model showed a maximum deviation of 1.5375% and an average deviation of 0.4197% 

from the actual LNG production rate of the plant. The coefficient of determination of the model is 0.6033 with a 

standard error of 49.8T/D LNG. The model also indicated the strong dependence of LNG production rate on the 

MR gas turbine inlet air temperature (ambient air temperature) and cooling water supply temperature. The linear 

regression model obtained is peculiar to the plant considered in this study. 
 

Keywords: - Linear regression, Liquefied Natural Gas, Coefficient of Determination, Standard Error 

 

I. INTRODUCTION 
 The drive to monetize large stranded gas resources coupled with prudent utilization of gas resource and 

environmental considerations has led to the developments in Liquefied Natural Gas (LNG) due to the fact that 

the LNG occupies about 1/600th the volume of natural gas [1]. The historical developments of LNG 

technologies has been discussed by [2] and the different available LNG technologies by [3]. 

LNG plants are huge energy intensive process plants for the liquefaction of natural gas. The LNG plant 

considered in this study is a major LNG facility in Nigeria whose liquefaction process is based on the C3-MR 

liquefaction process and is shown in Figure1, Figure 2 and Figure 3 [4]. Figure 1 depicts the general overview of 

the C3-MR liquefaction process used in the plant while Figure 2 and Figure 3 describe the propane cycle and the 
mixed refrigerant cycle respectively.  

 Accurate prediction of the expected optimum LNG production rates of LNG plants is critical as it 

enables plant operators to maximize LNG production and efficiency by comparing actual LNG production rates 

with the expected value and making necessary adjustments if required to certain other parameters to bring actual 

production rates close to or above the expected value. 

 Regression analysis is a statistical technique for estimating the relationship between a dependent 

variable and one or more independent variables. This relationship is the regression model. In this paper, linear 

regression is employed to obtain the regression model that is fitted using the least square method to the plant 

LNG production rate. This model yields the expected LNG production rate of the LNG plant based on the 

cooling water supply temperature and the MR gas turbine inlet air temperature (Ambient air temperature). 
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Figure 3 Schematic diagram of mixed refrigerant cycle
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 Dagde and Okonkwo, [4] developed, validated and simulated a thermodynamic model predicting the 

LNG production rate of a functional industrial LNG plant using exergy analysis. The model developed showed a 

maximum deviation of 3.06%. The thermodynamic efficiency of the plant was also calculated to be 45.1%. 

Previous literatures related to this research have been based on rigorous thermodynamic analysis, process 

simulation, design and optimization using thermodynamic models constructed in process simulation software. 

And these studies were limited to the calculation of thermodynamic efficiency, investigation of various 
approaches to improve thermodynamic efficiency and optimization to minimise energy consumption in various 

liquefaction processes ([5], [6], [7], [8], [9], [10], and [11]). Sutton [12] had used regression analysis on raw 

data to obtain second order fits for the pseudo critical properties of natural gas based on 264 different gas 

samples. 

 While Dagde and Okonkwo [4] focused on developing a predictive model based on thermodynamic 

analysis of an LNG plant, this paper demonstrates the applicability of a linear regression model to accurately 

predict the optimum expected production rate of a functional industrial LNG plant. The knowledge of the 

optimum expected LNG production rate from an LNG plant will assist plant operators in maximizing their LNG 

output since the actual plant LNG production rate can be compared to the expected value. Regression analysis of 

a particular plant data gives results that are peculiar to the plant due to different operational and environmental 

conditions. Therefore to obtain the regression model for the optimum LNG output of another LNG plant there is 
need for a regression analysis of the plant data during periods of optimum operations. 

 

II. MATERIALS AND METHODS 
The linear regression model describing the LNG production rate ( ) is of the form; 

   1 

where, A, B and C are constant coefficients,  is the MR turbine inlet air temperature ( oC),  is the 

cooling water supply temperature. A, B and C are to be obtained by linear regression analysis. 

 A total of 501 data were obtained during the periods of maximum LNG plant production rates for the 

regression analysis. These periods represents the periods when the plant is operating most efficiently without 
any anomalous constraints. Although the data obtained includes LNG composition, MR helper motor power, 

MR turbine inlet air temperature, cooling water supply temperature, NGL extraction temperature, Feed gas 

pressure, LNG temperature and LNG production rate only the MR turbine inlet air temperature and the cooling 

water supply temperature as shown in Table 2 proved useful in obtaining the regression model.  

 The parameters in the regression model were selected after evaluation of the scatter diagrams of LNG 

production rate against different independent parameters for indication of reasonable correlation. Figure 4 and 

Figure 5 shows the scatter diagrams of LNG production rate against cooling water supply temperature and MR 
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gas turbine inlet air temperature. Although the C3-MR liquefaction process used by the plant has both the 

propane cycle and the MR cycle with their dedicated gas turbine and helper motor, the MR cycle parameters 
were preferred because the MR cycle is limiting i.e the propane cycle has some excess capacity. The data was 

analysed and the constants A, B and C obtained using the regression tool in the analysis toolPak of Microsoft 

Excel Spreadsheet. 

 

III. RESULTS AND DISCUSSION 
Figure 4 and Figure 5 show the scatter diagram of the LNG production rate (T/D) against cooling water 

temperature (oC) and MR inlet air temperature (oC). 

 

 
 Figure 4:  Scatter diagram of LNG production (T/D) to cooling water temperature ( oC) 

 

 
Figure 5: Scatter diagram of LNG production (T/D) against MR Turbine inlet air temperature ( oC) 

 

 Figure 4 and Figure 5 show a significant correlation of LNG production rate to cooling water 

temperature and MR turbine inlet air temperature. This indicates that at maximum LNG production rates, the 

LNG production depends significantly on these parameters.  

 From the data analysed, there is no significant correlation between the LNG production rate and the 

LNG temperature although LNG production rate depends strongly on LNG temperature [4]. There was also no 
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significant correlation between the LNG production rate and the MR turbine helper motor power, the LNG 

production rate and the LNG composition, the LNG production rate and feed gas pressure and the LNG 
production rate and the NGL extraction temperature as suggested by Dagde and Okonkwo, [4]. These can be 

explained by the very low variation in the data for these parameters. They were essentially constant and 

therefore variations in LNG production rate did not depend on them. Optimisation of the LNG temperature and 

NGL extraction temperature of the plant had fixed the LNG temperature and NGL extraction temperature for the 

plant, MR helper motor power and feed gas pressure are at the maximum and the LNG composition does not 

vary significantly due to LNG specification. 

 The values of the constant coefficients A, B and C, its respective standard error and its lower and upper 

values at 95% confidence level  obtained from linear regression analysis of the plant data is shown in Table 1. 

 

Table 1: Coefficients and Standard error of coefficients in linear regression model 

Coefficients  Value Standard Error Lower 95% Upper 95% 

A 11662.17 115.4272 11435.39 11888.96 

B -26.4672 2.008292 -30.413 -22.5214 

C -39.4378 4.399538 -48.0817 -30.7938 

 

Substituting the values of the constant coefficients A, B and C into equation 1 yields, 

   2 

 Equation 2 is the linear regression model which predicts the optimum expected LNG production rate 

for the LNG plant considered in this study. The linear regression model indicates that LNG production rate is 

increased when the MR gas turbine inlet temperature is lower (lower ambient temperature) and when the 

cooling water supply temperature is lower in agreement with Dagde and Okonkwo, [4]. 

Table 2 compares the plant data and the predictions of model [Eq. 2]. It may be seen from Table 2 that the 

predicted data agree reasonably well with the plant data.  

 

Table2: Comparison of Plant data and Model Prediction 

MR turbine inlet air  

Temperature ( oC ) 

Cooling Water Supply  

Temperature  ( oC ) 

Plant  

LNG  (T/D) 

Predicted 

LNG (T/D) % Deviation 

23.73 31.23 9878 9802 0.7665 

23.98 31.30 9877 9793 0.8494 

23.22 31.67 9821 9799 0.2232 

23.07 31.17 9817 9822 0.0499 

23.24 31.17 9796 9818 0.2268 

23.94 31.94 9775 9769 0.0602 

23.47 31.48 9765 9800 0.3554 

24.26 31.30 9750 9786 0.3687 

24.84 32.48 9731 9724 0.0738 

24.92 31.53 9720 9759 0.4026 

25.55 32.53 9708 9703 0.0508 

26.02 32.46 9694 9693 0.0060 

28.02 31.88 9681 9663 0.1804 

25.71 32.54 9668 9698 0.3095 

27.04 32.94 9655 9647 0.0788 

25.18 31.82 9647 9741 0.9706 

27.40 33.39 9632 9620 0.1255 

27.77 33.28 9611 9614 0.0367 

26.51 32.58 9600 9676 0.7921 

29.02 33.28 9587 9582 0.0519 

28.25 33.76 9573 9583 0.1095 

28.46 34.98 9559 9529 0.3106 

29.55 33.93 9538 9542 0.0491 

30.12 33.70 9511 9536 0.2651 

27.96 33.82 9498 9588 0.9476 
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 The maximum deviation of the model prediction from the plant LNG production is 1.5375% (150 T/D) 
and its average deviation is 0.4197% (40 T/D) for the entire data used in the regression analysis. This indicates 

that this linear regression model accurately predicts the expected optimum LNG production rate from the LNG 

plant. Therefore the expected LNG production rate for this LNG plant strongly depends on the ambient 

temperature and cooling water supply temperature. The deviations from the plant LNG production rates are due 

to the presence of other parameters not accounted for in the regression model.   

 Table 3 shows the results obtained from the linear regression analysis of the plant operating data. The 

coefficient of determination (R square) is 0.6033 with a standard error of 49.8T/D LNG. This indicates a good 

fit of the linear regression model to the plant LNG production rate as shown in Figure 6. 

 

Table 3: Regression Results 

Multiple R 0.7767 

R Square 0.6033 

Adjusted R Square 0.6017 

Standard Error 49.8027 

Observations 501 

 

 
Figure 6. Graph of Predicted LNG production rate (T/D) to Plant LNG production rate (T/D) 

 

  The linear regression model explains about 60% of the variation of the LNG output. The actual LNG 

production rate from the plant is within ± 98 T/D of the regression model prediction within a 95% confidence 

interval as calculated from the standard error. This also indicates that the model is accurate and reliable to 

calculate the expected LNG production from the plant.  

 

IV. CONCLUSION 

 The statistical method, linear regression, was used to analyse 501 data points obtained from a 

functional industrial LNG plant during periods of maximum LNG production. A linear regression model which 

accurately predicts the expected LNG production rate from the plant was developed and validated. The 

maximum and average % deviation of the model prediction to the plant LNG production rate is 1.5375% and 

0.4197% respectively. The model indicates that the expected LNG production rate from the plant depends 

strongly on the ambient air temperature (MR turbine inlet air temperature) and cooling water supply 

temperature.  The coefficient of determination of the model was 0.6033 with a standard error of 49.8T/D LNG. 

The actual LNG production rate from the plant is within ± 98 T/D of the regression model prediction within a 

95% confidence interval.  
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Abstract: -  Long Term Evolution (LTE) is the new standard specified by Third Generation Partnership Project 

(3GPP) on the way towards the 4G mobile network. The LTE introduces enhance data link mechanisms to 

support successful implementation of new data services across the network. The incorporated scheduling 

mechanisms can significantly contribute to this goal. In this paper, we have compared the performance of Best 

Channel Quality Indicator (Best CQI) and Proportional Fair (PF) which are the two most popular scheduling 

algorithms used in LTE. The performance was compared in rural environment using Transmit Diversity (TxD) 

and Open Loop Spatial Multiplexing (OLSM). The results of simulation show that both the Best CQI and PF 

perform fairly well for transmit diversity. It is due to the fact that variation in channel quality is not so 

significant in rural environment. On the other hand, throughput and Block Error Rate (BLER) are not improved 

using OLSM. It was not surprising as the effect of multipath signal is less in rural environment. OLSM can 
improve throughput only in rich multipath environment. 

 

Keywords: - Transmit Diversity, Spatial Multiplexing, Best CQI, Proportional Fair, Scheduling. 

 

I. INTRODUCTION 
 The 3gpp LTE is designed to meet high speed data & voice support along with multimedia broadcast 

services. The scheduler in the Medium Access Control (MAC) layer of the eNodeB attempts to make 

appropriate apportionment of the resources with certain objectives like, 

 Required Quality of Service (QoS) for applications.  

 Optimized spectral efficiency ensuring high cell throughput under existing channel conditions. 

 Fairness among User Equipment‟s (UEs) and applications.  

 Limiting the impact of interference through special handling of cell edge users.  

 Load balancing among cells. 

 There are six downlink channels. They are: Physical Broadcast Channel (PBCH), Physical Control 

Format Indicator Channel (PFCICH), Physical Downlink Control Channel (PDCCH), Physical Hybrid-ARQ 

Indicator Channel (PHICH), Physical Downlink Shared Channel (PDSCH) and Physical Multicast Channel 

(PMCH). In this paper, the Physical Downlink Shared Channel (PDSCH) channel is taken into consideration. 

This channel can use various Multiple Input Multiple Output (MIMO) techniques, e.g. spatial multiplexing, 

transmit diversity and beam forming to improve the throughput and data rate. Under this channel, seven 

transmission modes are defined in Release 8. In this paper, the impact of transmission mode 2 and 3 is 

demonstrated which represent Transmit Diversity (TxD) and Open Loop Spatial Multiplexing (OLSM) 

respectively. For the apportionment of downlink resources, the following information is made available with the 

scheduler for consideration.  

 Channel Quality Indicator (CQI) reports from UEs to estimate the channel quality.  

 QoS description of the EPS bearers for each UE. This is available in the eNodeB from the downlink data 

flow. 
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 The throughput of a UE may vary significantly with scheduling algorithm used, distance from eNodeB, 

multipath environment, multiple antenna techniques and UE speed. The effect of UE speed in the transmission 

mode performance is already discussed in [1]. The effect of scheduling algorithm, distance and transmission 

modes 1 and 2 in throughput performance is considered through LTE system level simulations in [2].In this 

paper, we have focused mainly on the effect of TD and OLSM on Throughput and Block Error Rate (BLER) of 
LTE specially in rural environment. This report is organized as follows: in section-2 The Downlink Resource 

scheduling, LTE Transmission Modes are discussed in section-3, section-5 contains the simulation results, and 

finally conclusion in the section-6. 

By analyzing these scheduling algorithms we will easily understand that, which method is useful and 

cost effective for the rural environment. 

 

II. DOWNLINK RESOURCE SCHEDULING 
 LTE uses Orthogonal Frequency Division Multiple Access (OFDMA) for downlink transmission. In 

this case, a time-frequency resource grid is considered using sub-carriers in the frequency axis and symbols in 
the time axis. A resource element represents one sub-carrier and one symbol resource in the time-frequency 

resource grid. 

 Data is allocated to the UEs in terms of Resource Blocks (RB). In time, the length of a RB is one slot 

which is equal to 0.5 ms (millisecond). With 15 kHz sub-carrier spacing, the number of symbols in one slot is 6 

and 7 for normal cyclic prefix and extended cyclic prefix respectively. In frequency, the length of a RB is 180 

kHz. The number of sub-carriers in the 180 kHz span is 12 for 15 kHz sub-carrier spacing.  

The eNodeB allocates different RBs to a particular UE in either localized or distributed way. The eNodeB uses 

DCI format 1, 1A, 1B, 1C, 1D, 2, 2A or 2B on PDCCH to convey the resource allocations on PDSCH for the 

downlink transmission [1]. The eNodeB uses one of the following three types of resource allocation for a 

particular UE [3].  

 Resource Allocation Type 0  

 Resource Allocation Type 1  

 Resource Allocation Type 2 

  

 The scheduler at eNodeB attempts for appropriate apportionment of the resources among UEs. The 

Channel Dependent Scheduling can be made in both time and frequency domains. In this case, the scheduling 

adapts to channel variations and link adaptation is achieved. A user with better channel quality is given more 

resources as the user can make good use of these resources leading to higher cell throughput. The channel 

dependent scheduling allows transmitting at fading peaks. The Channel Dependent Scheduling (CDS) requires 

that sufficient information on uplink and downlink channel conditions is made available with the eNodeB. In 

order to perform Channel Dependent Scheduling (CDS) in frequency, the information about the radio channel 

needs to be frequency specific. The eNodeB can configure a more frequency specific information but it requires 

usage of more resources for this information. Also, the eNodeB can configure the availability of the information 
more frequently in time so that it can represent the variation of radio channel better but again at the cost of more 

resources for this information. 

 The UE reports CQI which helps eNodeB estimate the downlink channel quality. The eNodeB can 

configure if the CQI report would correspond to the whole downlink bandwidth or a part of it which is called 

sub-band. CQI reporting for different sub-bands requires more uplink resources. The eNodeB can configure CQI 

reporting in the following ways [3].  

 Wideband Reporting: The CQI reported corresponds to the whole downlink bandwidth  

 eNodeB Configured Sub-Band Reporting  

 UE Selected Sub-Band Reporting  

The channel dependent scheduling leads to higher cell throughput and on the other hand, the scheduling should 

maintain some fairness among the users in their resource allocations. There is a tradeoff between fairness and 
cell throughput. The scheduler can exercise various methods as shown below in order to address this tradeoff.  

 Best CQI: The CQI value can be expressed as a recommended transport-block size instead of expressing it 

as a received signal quality. It can be used for the scheduling. Best CQI scheduling algorithm uses these 

values as a reference for making decision of scheduling. 

 Proportional Fair (PF): The scheduler can exercise Proportional Fair (PF) scheduling allocating more 

resources to a user with relatively better channel quality. This offers high cell throughput as well as fairness 

satisfactorily. Thus, Proportional Fair (PF) scheduling may be the best option.  

 Scheduling for Delay-Limited Capacity: Some applications have very tight latency constraints and so, their 

QoS require certain guaranteed data rate independent of the fading states. This guaranteed data rate is called 

delay-limited capacity. The scheduler can allocate resources considering such special requirements.  
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III. LTE TRANSMISSION MODES 

PDSCH is configured with one of the following transmission modes according to Release 8 [4]. The 

choice of transmission mode may depend on the instantaneous radio channel conditions and the transmission 
mode may be adapted semi-statically.  

 Transmission Mode 1: Using a single antenna at eNodeB 

 Transmission Mode 2: Transmit Diversity  

 Transmission Mode 3: SU-MIMO Spatial Multiplexing: Open-Loop  

 Transmission Mode 4: SU-MIMO Spatial Multiplexing: Closed-Loop  

 Transmission Mode 5: MU-MIMO Spatial Multiplexing  

 Transmission Mode 6: Beam forming using Closed-Loop Rank-1 Precoding: It can also be seen as a special 

case of SU-MIMO Spatial Multiplexing.  

 Transmission Mode 7:Beam forming using UE-Specific Reference Signals  

The following sections briefly describe the transmission modes which are simulated for evaluation purpose. 

 

3.1 Transmit Diversity (TxD) 

 In TxD Figure 1(a), Space Time Block Codes (STBC) are used to provide improvement against the 

channel deteriorating effects.Alamouti STBC is considered to be the simplest space-time block codes. It is well 

known that Alamouti codes [5] can achieve full diversity and full code rate simultaneously. But for MIMO 

Systems having more than two transmit antennas diversity and orthogonality can only be achieved at the cost of 

slower date rates. Therefore we cannot achieve high data rates beyond a certain value and powerful coding 

schemes are required to achieve higher data rates as the SNR (Signal to Noise Ratio)  . Another issue with 

TxD is that it is single rank i.e. it does not support multi stream transmission [6]. 

 

         
          (a)   

   
          (b) 

Figure-1: (a) Block diagram of a MIMO transmission using Transmit Diversity (b) Block diagram of a MIMO 
transmission using OLSM 

 

3.2 Spatial Multiplexing(SM) 

 SM provides extra gain as compared to TxD [7]. Independent data streams are transmitted from the NT 

transmit antennas in spatial multiplexing. There are two classes of spatial multiplexing, they are open and closed 

loop spatial multiplexing. OLSM is discussed in Figure 1(b). OLSM transmits the independent data streams 

without deploying any feedback algorithm. High data rate is achieved as compared to TxD as multiple 

independent streams are transmitted. This endorses high BLER. To compensate this BLER Closed Loop Spatial 

Multiplexing (CLSM) is used. In CLSM, essential amount of CSI is used as feedback which enables us to 

achieve high throughput with lower BLER. But the CLSM is not considered in this paper. 
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IV. SIMULATION RESULTS 
 LTE system level simulator [8] was used with parameters shown in the table-1. Five UEs are placed 

randomly in one sector of a cell. Performance with Best CQI and Proportional Fair scheduling has been 
observed for five UEs at various distances from the eNodeB. The throughput has been determined for 

transmission modes 2 and 3 for rural propagation model. 

 

Table 1: Simulation Parameters 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

The results are presented as graphs for all three scheduling algorithms i.e. Best CQI, Proportional Fair 

and Round Robin for three different transmission modes. For each scheduling algorithms, we have observed the 

THROUGHPUT and BLER for the 5 users. 
 

 
                (a)                                                                                     (b) 

Figure-2: (a) THROUGHPUTgraphs of 5 users of Best CQI in transmission mode 1(5MHz Bandwidth)            

(b) BLER graphs of 5 users of Best CQI in transmission mode 1(5MHz Bandwidth). 
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Parameters  Assumptions 

Transmission bandwidth  2.0GHz  

Inter-site distance  5MHz  

Thermal noise density  500m  

Receiver noise figure  9dB  

Simulation length  5000 TTI  

UE speeds of interest 5km/hr 

UEs position  5UEs/sector, located in target sector only.  

BS antenna pattern  

 
180180

],20,)
65

(12min[)( 2









 dBA  

BS antenna gain  15 DBi [1] 

Scheduler Best CQI, Round Robin,Proportional Fair 

Thermal noise density  -174dBm/Hz  

TXmode 1, 2 

nTX x nRX antennas 2 x 2  

eNodeB TX power  43dBm  

Subcarrier averaging algorithm  EESM  

Uplink delay 3TTIs  

Macroscopic path loss model  Rural, given as, L=128.1+37.6log
10 

(R)  
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      (a)                                                                                     (b) 

Figure-3: (a) THROUGHPUT graphs of 5 users of Best CQI in transmission mode 2(5MHz Bandwidth)           

(b) BLER graphs of 5 users of Best CQI in transmission mode 2(5MHz Bandwidth). 

 
      (a)                                                                                     (b) 

Figure-4: (a) THROUGHPUT graphs of 5 users of Best CQI in transmission mode 3(5MHz Bandwidth)           
(b) BLER graphs of 5 users of Best CQI in transmission mode 3(5MHz Bandwidth). 

 

 From the figure 2(a), 3(a) and 4(a) we can easily observe that, at transmission mode 2, i.e. using 

transmit diversity we are getting slightly higher throughput than transmission mode 1(where the transmission 

mode 1 is SISO or Single Input Single Output) but significantly higher than transmit mode 3(where the 

transmission mode 3 is OLSM or Open Loop Spatial Multiplexing). 

From the figure 2(b), 3(b) and 4(b) we can easily observe that, the BLER is not much affected by the different 

transmission modes (here we used transmission mode 1, 2 and 3). 

 

 
(a)                                                                                   (b) 

Figure-5: (a) THROUGHPUT graphs of 5 users of Proportional Fair in transmission mode 1(5MHz Bandwidth) 

(b) BLER graphs of 5 users of Proportional Fair in transmission mode 1(5MHz Bandwidth). 
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                                             (a)                                                                                     (b) 

Figure-6: (a) THROUGHPUT graphs of 5 users of Proportional Fair in transmission mode 2(5MHz Bandwidth) 

(b) BLER graphs of 5 users of Proportional Fair in transmission mode 2(5MHz Bandwidth). 

 
                                             (a)                                                                                     (b) 

Figure-7: (a) THROUGHPUT graphs of 5 users of Proportional Fair in transmission mode 3(5MHz Bandwidth) 
(b) BLER graphs of 5 users of Proportional Fair in transmission mode 3(5MHz Bandwidth). 

 

 From the figure 5(a), 6(a) and 7(a) we observed that, at transmission mode 2, i.e. using transmits 

diversity we are getting significantly higher throughput than transmission mode 1(where transmission mode 1 is 

SISO). Using the transmission mode 3 or Open Loop Spatial Multiplexing (OLSM) the throughput gets 

decreased in comparison with the other two transmission modes. Finally, it is observed that the BLER is not 

heavily affected by the different transmission modes. 

From the figure 5(b), 6(b) and 7(b) we can easily see that, there is a significant change in the BLER. 

BLER is affected by the different transmission modes. According to theory, the BLER is decreasing from 

transmission mode 1(SISO) to transmission mode 3(OLSM). 

 

V.  CONCLUSION 

 From the simulation results we get fairly good Throughput and BLER for both Best CQI and 

Proportional Fair schedulers in three different modes. But the analysis of the simulation graphs show that 

Proportional Fair scheduler has highest throughput values in transmission mode 2. At low BLER values 

Proportional Fair scheduler performed more efficiently than other scheduler algorithms. On the other way, the 

OLSM failed to show any significant improvement in Throughput. It is due to the fact that OLSM takes 

advantages of multipath environment. In rural environment the multipath environment is not so rich, that‟s why 

OLSM is not effective here. We also observed the Throughput and BLER of Round Robin, but did not get any 

expected results. The Round Robin shows drastically lower Throughput and specially the higher BLER from 

transmission mode 1 to transmission mode 3 which is undesirable. If we want just high Throughput then the 
Best CQI schedulers will be a good choice for the system. But if high Throughput and lower BLER is a major 

consideration in the service requirement of the system then the Proportional Fair idea will be a better choice. It 

is also worth noting that the difference in the throughput results of the Best CQI and Empirical is not low and 

cannot be used to justify the argument for Proportional Fair as a better algorithm. 
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Abstract: - Saqqez is the regional city of the Kurdistan region, the Northwest province of Iran. In recent years 

many transformations have occurred in Iranian society and women and girls still have a lot to worry about 

comes to urban public spaces. In order to, the aim of current research is examine the women‟s participation in 

urban spaces safety by PUA model in case study region. Methodology is based on library, documental and field 

studies. Results showed that the index of city street furniture in Republic street with providing more favorable 

conditions of women's satisfaction with (0.563) of the Quds street, south Imam Khomeini street with (0.513) and 

(0.448) were in north Imam Khomeini street. Other indicators also had a similar situation. Finally, presented 

some solve ways using SWOT model.  

 

Key words: - PUA Model, Female-centric Land use, Saqqez city, Women Participation 

 

I. INTRODUCTION 
 Saqqez is the regional city of the Kurdistan region, the Northwest province of Iran. It has a 987 km 

common border with Iraq country. The Western border of Iran was specified by the border commission 

according to the Goldsmith Plan in September 1871 (Taheri, 1977). In land use planning, urban open space is 

open space areas for "parks", "green spaces", and other open areas. The landscape of urban open spaces can 

range from playing fields to highly maintained environments to relatively natural landscapes. They are 

commonly open to public access, however, urban open spaces may be privately owned. Areas outside of city 

boundaries, such as state and national parks as well as open space in the countryside, are not considered urban 

open space. Streets, piazzas, plazas and urban squares are not always defined as urban open space in land use 

planning (Sykes, 1984 & Kurdish encyclopedia, 1975) 

 Planning and designing safe public spaces for women and girls means creating public spaces with 
features that enhance women‟s safety and feelings of safety, and detract from features that cause women‟s 

insecurity and feelings of insecurity (Kiani & Heydari, 2011). While planning and designing safe public spaces 

for women, planners, designers and architects place special focus on lighting, landscaping, visibility, motorized 

traffic, pedestrian traffic, urban furniture, potential hiding spots, signage, security personnel, proximity to other 

public spaces, proximity to emergency services, and access to public transportation. Each of these areas is given 

particular consideration from the perspective of the women and girls who use public spaces (Plan International, 

2010). Safety planning and design also involves more than just the concrete, physical features of a space, 

although interventions at this level may occur first in a safe cities for women program (Werkerle, 2000). It is a 

necessarily participatory process whereby community members (especially women) work together to create 

spaces that accommodate strong social relations. In order to be successful, planners and designers must pay 

attention to how people express themselves in, and interact with, public space (Weingartner, 2010; Rahnama & 
Heydari, 2013; Kyung-Hwan, 2002). The urban public spaces have important role in urban development 

programs. This is due to the effect of these spacing in reinforcing the cultural – social aspects of the city and as 

the result of the production of social capital. The main features of these spaces, gathering people with different 

cultures and with individual and social characteristics. It means that the city and its urban spaces are the place of 

use and showing groups and various sectors of society that each of them based on specific social and cultural 

features of each individual has different expectations from these spaces. Men, women, children, adults and 

disabled people are the main users of urban areas that the percentage and use rate of each of them from spaces 

represents ability of the space in meeting their needs. The important point about the women, children, adults and 
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disabled people is their vulnerability in urban areas against threats to the environment. Hence it is important to 

pay attention to these people in an urban area (Khammar & et al, 2011; Kolbel, 2008). Public space should 

belong to everyone and everyone should have a right to use it – girls should feel free to use the soccer field and 

boys should feel free to sit under the tree. Thus, planning and designing safe public spaces for women and girls 

also means analyzing the various uses of public spaces, who uses them, when, and for how long (Hickman, 

2005; Banister, 2005). This kind of planning and design also focuses on who doesn‟t use a particular public 

space, when, and why. This is because when certain groups, like women or girls, do not use a space, it is usually 

an indication that the space feels insecure to members of that group (Hesse, 2001; Habibi, 1996). In order to, 

Planning and designing safe public spaces for women and girls requires constant attention to physical and social 
characteristics of space. It also requires constant evaluation of the social and physical implications of the 

planning and design process. The planning and design of a space has the potential to either reinforce gender 

inequality or to advance gender equality. For this reason, the planning and design process is a crucial facet of 

creating safe cities for women and girls.  

 This paper deals with one of the more important changes to occur in the contemporary Kurdish city, 

one that has been identified in the literature as the „privatization of public space‟. This restructuring of the urban 

landscape has been facilitated by the interlocking components of the real estate, finance, construction and design 

sectors, and reflects the influence of the latter at the expense of municipal oversight. In conceptual terms, this 

may be of only limited importance, insofar as cities in the Iran have been both shaped and produced by 

corporate interests for a very long time (Kohn, 2004; Kirby, 2008). Barker, the founder of the theory of 

ecological psychology assesses the behavioral patterns of women in space safety. He believes that there is a 
relation between physical and behavioral aspects which is expressible, considering the implication that fits the 

environment. He believes that by being in a different manner camps, an individual can take on certain social 

roles (Barker, 1960). The important point about the women, children, adults and disabled people is their 

vulnerability in urban areas against threats to the environment. Hence it is important to pay attention to these 

people in an urban area. Women because of their specific characteristics lead to differences in the urban area 

that if this area is considered, it can be free from fear and distress for all groups (except disabled). Raggers 

(2003) is a scholar with consistency tendency and in his work as “cities for a small planet” defines public realm 

as an encouraging factor in social mobility because he believes that a sustainable city should be characterized by 

justice, beauty, creativity, ecology, compactness or multicenter, diversity and finally easy information exchange 

in a way that both face-to-face and electronic information be exchanged (Raggers, 2003). On the other hand it 

can be said that the need for traffic safety in public spaces is one of the basic needs and has different dimensions 

itself. In various sources, safety has been considered as an optimal benchmark in determining proper locations 
for urban usages, in addition of other criteria such as fitness, comfort, efficiency and utility, (Saeednia, 2008). In 

terms of urban planning, urban safety includes all precautions and doings that can be applied in short, medium 

and long term programs in order to protect life and property of the citizens (Zangi Abadi & et al, 2008). 

 

II. BACKGROUND 
 Urban planners and other municipal officials tend to consider public space as “gender neutral”. In other 

words, they consider public space as being experienced in the same way by women and men. However, to plan 

public spaces that are safe for everyone, space must be “de-neutralized”. That is, public spaces cannot be 

considered to be the same for everyone everywhere (CAFSU, 2002). For example, spaces which might seem 
safe and enjoyable for young men may seem dangerous and unpleasant for elderly women (Raju, 2006; 

Sakthivel, 2009). Alternatively, spaces which seem fun and exciting for children may seem complicated and 

inaccessible to people in wheelchairs. Because space is experienced differently by different people (including 

men and women), people can create spaces that either promote or impede gender equality. For example, in 

spaces that are designed to be safer, easier to use and more accessible for men than for women, gender equality 

is impeded. Conversely, in spaces that are designed to be safe, easy to use and accessible for both men and 

women, gender equality is promoted (Todkari, 2010). Urban planners and other actors involved in the design of 

public spaces need to think about how the spaces will be used and by whom. The characteristics of a space (i.e. 

whether it is cramped or spacious, well-lit or poorly lit, full of people or empty) actively contribute to how 

social relations will evolve in that space. In other words, the same space may be safe or unsafe for women and 

girls depending on who uses it and why. For example, if a confined space like an elevator is filled with people 
for only a short period of time, it might not feel threatening to a woman at all. Designers of public space should 

be aware of how men and women use spaces together, and incorporate features that promote appropriate gender 

relations (Alaguraja & et al, 2010).  

 As a result of most land use and zoning decisions, different types of spaces with different uses are kept 

far apart from each other (Tavakoli & Heydari, 2012). This approach is based on the belief that spaces work 

more efficiently if they are divided into separate areas for recreation, work and housing. Unfortunately, this kind 

of spatial separation has compounded the traditional division between the public and the private spheres. The 
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separation of public and private spheres is problematic because it can limit women‟s abilities to move between 

different spaces in the city (Pant, 2013). For example, for women who are responsible for domestic tasks in the 

private sphere, including care-giving for children and/or elderly relatives, buying and/or growing food, 

maintaining the family home, and doing all number of errands and juggling resources, it can be virtually 

impossible to also squeeze in a trip to a separate part of the city for recreational activities. As a consequence, 

women simply may not be able to enjoy leisure time in spaces designated for recreation (Gopalakrishnan, 1997). 

In another example, women may have to decline an employment opportunity if it is located in a public area that 

is far away from their other daytime responsibilities in the private realm (e.g. family-related chores, care-taking 

roles).  Conversely, women may opt or be oblited to take a job (e.g. due to poverty, to make a living) even if it is 
inconveniently located, and are thus forced to take long journeys early in the morning and late at night through 

areas where they feel insecure and their safety is at risk (Xang & et al, 2013). 

 Jacob believes that the presence of people in urban spaces will have issues such as safety and social 

security as its followings. Reliance on public oversight in urban space designing, creating a spatial focus, 

increasing intensity and mixing and utilization of the space and the proper skeletal organization, all form the 

sustainable and qualitative aspects of public realms. Public spaces must be open to all classes, age and gender 

groups and social minorities at all hours of the day. They must be safe and easy transportation must be provided. 

According to Golmoradi‟s research in university of Kermanshah, the raise of urban insecurity attracted many 

socialists‟ attention. He conclude that factors such as rate of cultural promotion (r=0/17), rate of urban 

authenticity, rate of participation in subjective and objective dimension have a positive and significant 

correlation with the decrease of insecurity (Golmoradi, 2011). Zokin in his book –culture of cities- says urban 
spaces are not safe enough for citizens to participate in creation of public culture. So according to Zokin the 

main index is citizens‟ partnership in creating of urban spaces in a way that users can both use it and try to make 

it a safe place (zokin, 2011). Hiller believes that the movement patterns of private spaces will be increased by 

safety of users who present in such spaces. He projects the term” rate of the capability of urban spaces and 

locations in attracting citizens‟ participation” and says that there is a direct correlation between social crime 

commitment and delinquency in different age and generation groups and the safety which is the result of 

favorable interaction of citizens (Hiller, 2011). 

According to the urban planning program of Britain, there are nine influencing factor in measuring the quality of 

public spaces: 

 

1- Both city officials and citizens try to keep public spaces, clean. 

2- Considering accessibility principle, with respect to citizens‟ mobility and spatial behavior. 
3- Functionality of various urban works in space. 

4- Comfort and attractiveness of urban landscapes and public spaces. 

5- The rate of inclusion, i.e. urban spaces is designed for which groups or what purposes? 

6- Considering factors such as refresh and mobility when designing urban spaces. 

7- Considering safety and security of urban spaces. 

8- Considering the difference of urban spaces in designing and urban planning. 

9- Reconstructing and upgrading urban public spaces (according to Hanifi-e-Asl, 2009 & OUPUK, 2011). 

 

 In Britain, the institution of “women against violence” published a book titled “women and security of 

the society” which was about planning to have more safe societies. It is stated in this book that 60% of women 

complained that they are afraid of walking alone, 76% were afraid of waiting for public transportation, 83% 
were afraid of going to their cars in parking lots and 39% were afraid of staying at home alone, early at nights. 

These finding were generalizable in most societies of the world, regardless of cultural issues. Urban spaces and 

its inclusions have effects on each other. Spaces get their form, function and identity from human beings and 

their social-cultural relations and the space organization reshapes these relations. Therefore designing and 

structuring of urban spaces impact the process of social life and must have benefits both physically and mentally 

for citizens (Hanifi-e- Asl, 2009). 

 

III. CHANGES OF POPULATION IN KURDISH CITIES 
 The number of Kurdish cities increased from 6 in 1976 to 23 (10 main cities and 13 minor cities as 
subset cities) in 2012. In the different National development plans in before and after revolution point on 

increase urbanizations related to industrialization of these urban Settlements in these areas. Cerate cement 

factory in Bijar city was the first step to access this purpose in after Islamic revolution and caused the migration 

of hundreds of thousands of villagers to the cities and also growth of private subdivisions. On the one hand, a 

cheap workforce for economic activities in cities in industrial and building services was provided; on the other 

hand, production and consumption within the villages was subsumed into the urban capitalist economy. During 

the implementation of these plans, most of industrial activities in Sanandaj and Saqqez and its surrounding areas 
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have been centralized. In this period, both the urban and the master plan had a great impact on physical changes 

of Sanandaj city as a big city in Kurdistan province. The foreign engineers and consultants along with their 

indigenous colleagues with modernizing tendencies tried to make a master plan. As a result, the act of owning 

apartments was approved in 1996 (Habibi, 1996), 

 

IV. CASE STUDY 
 Saqqez city is located between 46°13'-46°16'  eastern longitude and 36°11'-36°15' northern latitude 
within north-west of Kurdistan province in northwest of Iran and covers of approximately 1474.8 ha. At the 

2006 census, the city's population was 135037, whereas its current population is about 145000. Building area 

was 618.26 ha. The average elevation of the city is about 1496 m above mean sea level. Saqqez is characterized 

as a mountainous area which is located within Zagros Mountains rages from south-east to north-west. This area 

comprises about 15.5% of Kurdistan province. The difference of height between the highest elevation point 

(Chehel-Cheshme Mountain, 3173 m and Symone-Rood basin, 1150 m above mean sea level) is about 2023 m. 

Saqqez River emanates from western mountains (Khan valley) and continues its path across the city toward 

north-east. Fig. 2 shows location of study area in Kurdistan province, Iran (Rahimi, 2012). Also it has a 987 

Km2 common border with Iraq country. Western border of Iran was specified by the border commission 

according to the Goldsmith Plan in September 1871 (Taheri, 1977). This borderline has separated parts of 

Kurdistan from Iran (Sykes, 1984) and today a majority of the Kurdish population (about 25 million people) live 
within Turkey (a group of Kurdish people also lives in Iran, Iraq and Syria Countries.(Kurdish Encyclopedia, 

1975). Kurdistan province within the Iran has the lowest level of Development (Rahnama & Heydari, 2013; 

Heydari & Tavakoli, 2012).  

 

Table 1 Population information of Saqqez city in 1996 to 2016. 

 
 

 
Fig. 1. A landscape of case study region. Source: Authors, 2013.  
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V. MATERIAL AND METHODOLOGY 
 The research method we have used is based on the descriptive- analytical approach. We used a 

documental method to collect information. In order to applied methodology is based on correlation, field and 

survey methods. Statistical society of current research was including 200 citizens, experts and urban officials. 

According to characteristics of population, sampling method is simple random sampling without replacement 

and each expert is considered as a sample. Morgan's sample size estimation table was used to determine size of 

sample, so 59 experts were selected as final sample. In final presented some solve ways. A precondition for this 
methodology lies in the fact that the transport and land-use system can be influenced or should be controlled by 

policies and regulations, although it has been suggested that the regulatory influence may be unelectable. 

However, the argument here is to develop a methodology which can control, steer or „„govern‟‟ the transport 

system, as required principally by approach. The topical constraint to „„empirical research‟‟ does not need to be 

required and can also be applied to „„strategies‟‟, for yielding successful actions.  

 

VI. RESULTS 
 Interest in the issue of women communication with city and the view that perception and experience of 

women in city areas may be quite different from men was created from "second wave" of feminist efforts to 
overcome the sociological theoretical model in 1970. Critics have highlighted the failure of social theory and 

began investigating of the structural differences of gender and gender inequality. This fight was made not only 

just in further symbolic composition and materialistic interior of space and family atmosphere but also was 

required for the claims based on that presence in public space. 

 

Table 2 Physical Division of Saqqez city according to Zone, district and Sector 

 
 

 Claims of representation, identity claims, demands of public rights and citizenship, demands on public 

life were based on the demands for visibility in public space. Feminists believe that men with the public realm 
and women with the private sector are identified. It has been argued that the conflict between public and private, 

and the seemingly comprehensive order, egalitarian and its individualist has caused that subordination of women 

to men remain hidden. The problem caused public world or in other words, civil society has been raised as a 

separate entity from the private realm of home and thus it is ignored in theory, while in reality these areas are 

closely related and world of work and world of home life cannot be separated from each other. In fact, "the field 

of house living is located in the heart of civil society, not apart from it." Similarly, with the further presence of 

women in the public realm of work and policy, the natures of public field and opposite forms of are changing. 

The sample size of the present study includes 200 women‟s which living and working in Saqqez city. Therefore 

for more comprehensive of the sample, 50 were selected from 17-34 year old women, 50 from 34-51 year old 

women and 50 from 51- 65 year old women and 50 up to 65, for field studies and taking part in PUA meetings. 

The present study has considered different factors with respect to current usage status of the studied area. In the 

first step, a questionnaire was distributed and women were asked to specify level of their satisfaction, using a 
qualitative range: excellent, very good, good, acceptable and weak.  
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Table 3  The results of women‟s satisfaction in age 17-65 year‟s old resulted analysis of usage conditions in 

studied areas: 

Age 17-65 years old 

indexes Northern Imam 

ST 

Southern Imam ST Jomhoori ST Quds ST 

recreational spaces Acceptable Acceptable Good Good 

negative sense of the 

place 

Weak Very good Good excellent 

Parking lots Excellent Weak Weak Very good 

Places without social 

usage 

Good Good Acceptable Acceptable 

Protect children  Excellent Very good Weak Acceptable 

Urban Safety Weak Acceptable Weak Weak 

diversified places Excellent Good Acceptable Excellent 

Resource: Authors, 2013. 
 

 According to the obtained data, the land uses in general, as one of the quality indexes was not in a good 

state. According to the women views in this study, lack of recreational spaces in addition of work places, 

negative sense of the place, non-diversified places, tourism usage, lack of social usage, limited places for 

children and oldness of the urban spaces were the main mentioned issues.  

 

Table 4  Quantitative results of providing women‟s satisfaction in case study streets according to studied 

indexes: 

                                     Age 

Ranking 

17- 34 34- 51 51- 65 Older than 65 

Indexes 

recreational spaces 30% 26% 30% 32% 

negative sense of the place 46% 32% 28% 28% 

Parking lots 25% 8% 20% 34% 

Places without social usage 26% 24% 18% 18% 

Protect children 16% 16% 32% 26% 

Urban Safety 10% 34% 52% 2% 

diversified places 14% 8% 16% 22% 

Resource: Authors, 2013. 

 

VII. URBAN FURNITURE OF SAQQEZ CITY 
 A “gendered perspective” occurs when planners, designers, decision-makers and community actors 

look at problems with the needs of both women and men in mind. In the planning process, this means that all 

policies and design interventions should be reviewed by women and by officials in order to determine whether 

or not they will make women‟s lives safer and more convenient. Women and men experience the city 

differently. This difference is due in part to the different roles in society that men and women are expected to 

fulfil. Actors involved in any planning project should consider what opportunities women have to use, enjoy and 
work in public spaces. These opportunities will define women‟s perceptions of whether a place is safe or unsafe. 

In addition, women‟s personal experiences with private and public forms of violence will influence their use of 

space. All of these points should be taken into consideration at the outset of any planning project.  For example, 

middle-aged men might use a park with groups of other men on their lunch break from work.  Young mothers 

might use the same park in the morning with their children and other young mothers.  At night, teenaged boys 

might use the park with their friends as a social meeting place.  For older women, the park might not feel like a 

safe place in the afternoon or evening because it is filled with men and/or teenaged boys.  

 In order to, in relation to the status of urban furniture of Saqqez City, some meeting were held and 

there, urban furniture was defined for women and they were asked to write the related problems in a piece of 

paper, starting with the most important ones. The first problem that was mentioned by women was that the 

urban furniture was not compatible with cultural status and identity of residents. Most of this furniture was 
designed regardless of climate elements of the region, so for example one urban element was not compatible 

with other elements. In Jomhoori Street, from Kosar Institute to Adami, there were suitable places for sitting, 

but they were not enough, especially for women, because of high number of users. Most of women complained 

about the inappropriate distribution of taxi stands and bus stops across the city, for example in Imam Khomeini 

Street, there is no place for sitting and waiting for bus. Just in Jomhoori Street and in two points far from each 
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other, few places are provided for waiting for bus and resting. This is the same, in Quds and Northern Streets. 

Thus in the studied area, taxi stands and bus stops are not distributed appropriately and women have to cross the 

streets several times to access them. Another problem is that zebra crossings are not just close to taxi or bus 

stops to make traffic, easier.  

After complementary studies were done, the following results obtained as shown in figure (2). 

The following results will be taken from figure (2): 

1- In the case of lack of urban furniture, Northern Imam Khomeini Street had been the worst (35% out of 

100%) and Quds street was the best (18% out of 100%). 

2- In the case of light at night, Southern Imam Khomeini Street was the best (40% out of 100%) and Northern 
Imam Khomeini Street was the worst (6% out of 100%). 

3- In the case of disharmony of used elements in a place, Northern Imam Khomeini Street was the worst (35% 

out of 100%) and Quds street was the best (18% out of 100%). 

 
Fig.2. Percent of women‟s satisfaction of urban furniture‟s in Saqqez city. 

                                                             Resource: Authors, 2013. 

 

Analysing the designe of women’s favorable spaces: 

 People who plan and design public spaces need to be aware of all of the ways the space will be used. 
Planners and designers can take measures to combat space being used in ways that feel threatening to women 

and girls. For instance, in the case of the park, planners and designers might include different areas for different 

groups of people – by providing an area for men to get together with their friends that is separate from exercise 

equipment that could be used by women. This way men and women could use the park independently, but at the 

same time. In order to avoid gender roles being prescribed by public space, spatial planning and design can be 

linked to the objective of achieving gender equality. It seems that gender structure or the way that social duties 

are divided between men and women and its consequences during the history, are all  based on the assumption 

of a requiered relation of normal sex. Thus women are linked to private spaces and men to public spaces. on the 

other hand, in cities public spaces were always dominated by men. But today, women‟s presence at work or 

other public activities has changed the dominant norms of the society and as its concequence, the space 

organiztions have changed too.The most important problems about designing women‟s favorable spaces that 

were mentioned by women, included:  
1- multiplicity of visual symbols , 100 out of 200 women considered Southern Imam khomeini Street as the 

worst, 44 women (Jomhoori Street) 33 women (Northen Imam khomeini Street) and 25 women (Quds 

Street). 

2- Disharmony of residential and commercial buildings in terms of oldness, frontage and height. The results 

showed that 13 women out of 200, considered Southern Imam khomeini Street as the worst, 47 women 

(Northen Imam khomeini Street), 55 women (Quds Street) and 85 women (Jomhoori Street). 

3- Absence of special rooms for mothers and their children an also absence of places for sitting or studying in 

bus stops or crowded places were other indexes mentioned by women. Questionnaire data showed that 87 

women considered Northen Imam khomeini Street as the worst, 55 women (Southern Imam khomeini 

Street), 45 women (Quds Street) and 13 women (Jomhoori Street). 

4- Most of the women in the present study, believed that when walking in the street (in the afternoons or when 
going to work), diversity in color and type of used tiles, roughnesses, the difference in the ramp of adjacent 
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sidewalks and atreets, are the main threatening factors in relation to womens‟ phisycal and mental health. 

Thus in respect to his , 85 women considered Quds Street as the worst, 5 women (Jomhoori Street), 45 

women (Northen Imam khomeini Street) and 65 women (Southern Imam khomeini Street). 

 

VIII. CONCLUSION 
 The first hypothesis that this study is going to prove its truth or falsity is: “The physical body and 

conditions of the central part of Saqqez is not providing comfort and safety for women in the current conditions" 
According to our results, although there are differences between the considered ideal quantities and the current 

situation, but women‟s safety and comfort in the central part of the town as well as in the studied area have been 

provided to an acceptable level. The negative effects have not been limited to a specific group of users of these 

spaces. Thus, the first hypothesis was rejected with certainty. 

The second hypothesis investigated in this study was "There is a significant difference between the current 

status and the ideal status of women's participation in the urban spaces of Saqqez, with respect to qualitative 

indexes of participation." 

 In relation to this assumption, the field and the participation studies in the area have shown that there is 

a significant difference between the present situation indexes and that of the ideal situation of these indicators 

and the potential participation of women is not only actualized but also due to the existence of different 

definitions and sometimes violating each other the capabilities were not understood and no efforts has been done 
to achieve the majority of these indicators. These problems in different dimensions such as shortage of 

comfortable furniture, excessive density of urban elements in a special area, and lack of some in another 

neighborhood, failure to meet the needs of clients and combination of usages of lacking of parted area and etc. 

have hindered the comfort and convenience of users of urban spaces, especially women. As the result, according 

to the data obtained, the second hypothesis of the study was proved. 

 

IX. SUGGESTIONS 
 After reviewing the current status in in all fields and discovering the truth about each of the indicators, 

it is necessary to provide guidelines for the second hypothesis of the present study. In this context, the Executive 
and practical proposals will be presented to resolve problems and to utilize the opportunities in the best way. 

1. Attention to the construction and development of recreation usages and places to sit (seats located at bus 

stations, parks). 

2. Optimal distribution of parking in the area, particularly in Quds and Jomhoori Streets which are in lower 

positions in this respect. 

3. Removing the flaw in lighting systems especially at night, and in the areas leading to Southern Imam Streets 

and its secondary streets. 

4. establishing some furniture matched to local and cultural identity the local people that match. 

5. Attention to eliminating visual distortion caused by the multiplicity of urban symbols which threaten 

women‟s comfort, safety and welfare. 

6. Providing region and climate based urban designing and the compatible architecture. 

7. Reducing traffic and population by planning in a suitable way in relation to usages for the studied area. 
8. Designing of paved streets and pedestrian pathways in a safe way. 
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Abstract: - In the last 10 years, FPGA circuits have developed rapidly, because of their flexibility, their ease of 

use and the low cost to design a function with them. However, the internal memories used in FPGA circuit could 

limit their future use. Most FPGA circuits use SRAM based flip-flop as internal memory. But since SRAM is 
volatile, both the configuration and information stored is lost. Internal Flash technology is sometime used to 

replace the external memory. However, it’s slow re-programming and its limited number of writing cycles (up to 

106) prevents its use to replace SRAM. By working at high writing and reading speed, MRAM (Magnetic RAM) 

technology is one of the best solutions to bring complete non-volatility to the FPGA technology while keeping 

the power dissipation low. An MRAM can be re-programmed 1012 times and has a large retention time up to 10 

years. The objective of our project is to contribute one such storage device by making Non-Volatile SRAM 

based on Magnetic Tunnel Junction (MTJ).  The circuit has been implemented using Tanner Tools using 0.25μm 

technology and the output waveforms are obtained.                     

 

I. INTRODUCTION 
     Normally the SRAM memory is volatile memory. Its store data during power is ON.When power is 
OFF,stored data is loss.The aim of this proposed model to change  VOLATILE SRAM into NON-VOLATILE 

SRAM  using MTJ(Magnetic Tunnel Junction).This Proposed design is designed by TANNER TOOL,Which is 

used to design Realization model of Non-Volatile SRAMbased on MTJ.The design of this model explain here. 

      

II. STATIC RANDOM ACCESS MEMORY 
 Static Random Access Memory is a type of semi-conductor memory where the word static indicates 

that, unlike DRAM it does not need to be periodically refreshed, as SRAM uses bi-stable latching circuitry to 

store each bit. SRAM inhibits data remanence but is still volatile in the conventional sense that data is 

eventually lost when the memory is not powered. Each bit in an SRAM is stored on four transistors that form 
two cross-coupled inverters. This storage cell has two stable states which are used to denote 0 and 1. Two 

additional access transistors serve to control the access to a storage cell during read and write operations. A 

typical SRAM uses six MOSFETs to store each memory bit. 

 
Figure 1:SRAM CELL 
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 Access to the cell is enabled by the word line which controls the two access transistors M5 and M6 

which, in turn, control whether the cell should be connected to the bit lines: BL and BL    . They are used to 

transfer data for both read and write operations. Although it is not strictly necessary to have two bit lines, both 

the signal and its inverse are typically provided in order to improve noise margin. During read accesses, the bit 

lines are actively driven high and low by the inverters in the SRAM cell. This improves SRAM bandwidth 

compared to DRAMs. 

 In a DRAM, the bit line is connected to storage capacitors and charge sharing causes the bitline to 
swing upwards or downwards.  

 The symmetric structure of SRAMs also allows for differential signalling, which makes small voltage 

swings more easily detectable. Another difference with DRAM that contributes to making SRAM faster is that 

commercial chips accept all address bits at a time. By comparison, commodity DRAMs have the address 

multiplexed in two halves, i.e. higher bits followed by lower bits, over the same package pins in order to keep 

their size and cost down. SRAM is used in personal computers, workstations, routers and peripheral equipment. 

 

III. SENSING CIRCUIT IN SRAM 
 A sense amplifier is an amplifier that senses the output on the bit lines and amplifies it. The sense 

amplifier that is used in the design is the ‘Differential Voltage Sense Amplifier’. It takes small signal differential 
inputs (i.e. the bit line voltages), and amplifies them to a large-signal single-ended output. The differential 

approach presents numerous advantages over its single-ended counterpart. One of the advantages is the common 

mode rejection. It means that such an amplifier rejects noise that is equally injected in both the inputs. 

The impact of those noise signals can be substantial, especially since the amplitude of the signal to be sensed is 

generally small. The effectiveness of a differential amplifier is characterized by its ability to reject the common 

noise and amplify the true difference between the signals. The signals common to both inputs are suppressed at 

the output of the amplifier by a ratio called the common-mode-rejection-ratio (CMRR) [4]. 

 

 
               Figure2: Differential Sense Amplifier 

 

IV. MAGNETIC TUNNEL JUNCTION 
  MTJ uses differentiate between the two logic states. It contains two Ferro-magnetic layers which are 

separated from each other by a thin layer of insulator also known as barrier. The Ferro-magnetic layers are made 

up of Cobalt-Ferrous-Boron (CoFeBo). In Fig 3.2, Insulator layer or the barrier is made up of Magnesium-Oxide 

(MgO) is shown. 
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    Figure3: Magnetic Tunnel Junction 

 

V. TUNNEL MAGNETO RESISTANCE (TMR) 
The ratio between the two resistances at zero bias is called as TMR ratio. Higher the TMR ratio, lower the 

resistance area. 

 

TMR =  
RAP −RP

RP
 × 100%                                                                                     (1) 

Where, RAP is the electrical resistance in the anti-parallel state and RP is the electrical resistance in the parallel 

state. 

 The fixed layer in MTJ is a permanent magnet whereas the free layer has Ferro-magnetic material that 

can be magnetised by passing a current (I) through it. Based on the field formed in the free layer the fields forms 

between the two layers. If both fields are in anti-parallel direction then high resistance is formed between the 

two layers . 

 

 
Figure4: Anti-parallel field formed between the two layers. 

 

Whereas when the fields formed between the two layers is parallel then low resistance is formed between the 

two layers and hence tunnelling occurs.  
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Figure5: Parallel field formed between the two layers. 

 

 The two states of an MTJ can be formed by passing current. Fig 4. explains about the anti-parallel field 

formed between the two layers where as Fig 5. explains about the parallel fields formed between the layers. 

TMR ratio is used to determine the difference between the two resistances formed in the MTJ. Higher the 

difference between them, easier it will be to differentiate between the two resistances. The TMR decreases with 

both increasing temperature and increasing bias voltage [10]. 

  

VI. THEORETICAL ANALYSIS OF MTJ 
BARRIER CONDUCTANCE  

 Electron tunnelling through a thin insulating layer between two normal metal electrodes has been 

studied theoretically and experimentally for almost 40 years. Calculations based on rectangular and trapezoidal 

potential barriers using various approximations have shown that the tunnelling current should be directly 

proportional to the applied voltage for voltages very much lesser than the barrier height and should increase 

exponentially with voltage when the voltage becomes comparable to the barrier height [11]. 

We take a trapezoidal barrier shape and consider the two extreme cases of 

 The WKB approximation. 

 Perfectly sharp boundaries between metal and insulator. 

 

VII. CALCULATION OF BARRIER CONDUCTANCE 
Consider two metals a and b separated by an arbitrary potential barrier ф(x) [10]. Assuming the WKB 

approximation inside the barrier the tunnelling current density is given by 

j =  
4πe

h
Σ dExρa E ρb E − eV P Ex × [f E − f E − eV ]

∞

−∞
   (1)    

 

where, Eρaand Eρbare the densities of states for a given transverse momentum and total energy E for system a 

and b respectively. The f (E) is the usual Fermi distribution function. Ex is the total energy in the direction 

perpendicular to the barrier. P (Ex) is the tunnelling probability which has the form. 

 

P Ex = A exp ⁡(−
2

h 
 {2m φ x`, V − Ex }

1
2 dx`)   

d

0
   (2)                     

 

where, d is the barrier thickness and φ x, V is the barrier height at the voltage V and the position x in the barrier. 

The pre-exponential factor A may depend on Ex.  

 

VIII. APPROXIMATION USED BY SIMMONS 
 The approximation used by the Simmons is to replace the barrier φ x, V by an average barrier φ  V  
hence it is constant throughout the barrier and the tunnelling probability is simply reduced to 

P Ex = A exp {(−(
8m

h 2 ) 
1

2 β φ  V − Ex 
1

2  dxI}
0

d
(3)                               

The correction factor β is assumed independent of Ex in order to perform the integration. By applying this 

approximation all the information about barrier asymmetry is lost [12]. 
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The tunnelling behaviour is usually modelled using the Simmons theory for tunnel junctions. The general 

equation for this theory is given below. 

J = Jo {∅ × exp  −A∅ 
1

2 −  ∅ + eV × exp  −A ∅ + eV 
1

2 (4) 

        Where,Jo= 
e

2πh(tox )2, A =  
4πtox

h
  2me  

Where ‘e’ is the charge of the electron, ‘me’ is the mass of the electron. ‘∅’ is the potential barrier height which 

is found to be 0.4 for MgO.  tox  is the height of barrier in MTJ. ‘h’ is the Planck’s constant which is 6.626 × 10-

34Js. 

J=
e

2πh(tox )2  {∅ exp  − 
4πtox

h
  2me∅ 

1

2 −  ∅ + eV ×                                                       exp  − 
4πtox

h
  2me ∅ +

eV12(5) 

By ohm’s law it’s knownthat  V = R×I         (7)                  

Where V is the applied voltage, R is the resistance and I isthe Current flowing through it. 

 

And Current Density J = 
I

A
 (8) 

Where A is the area of the cross section. 

Now, the conductance physics model using the above equations, formed by Brinkman in 1970 is given below. It 

features the voltage bias dependence and is deeply influenced by the height of the barrier [13]. 

G(0) =  
3.16×1010 ×∅

1
2

tox
× exp⁡[−1.025 × tox × ∅

1

2] (9) 

G(v)

G(0)
= 1 −  

A0×∆∅

16×∅

3
2

 eV +  
9

128
×

A0
2

∅
 (eV)2(10) 

where,A0 =  
4×(2me )

1
2×tox

3×h
(11) 

Here, 𝛥∅ = 0 since barrier is symmetric. 

 

The simplified resistance equations of the above equations (8) and (9) are given below which are used to express 

the resistance performance of an MTJ. 

R(0)= 
tox

223.76 × ∅

1
2×Surface

 exp[1.025×tox ×∅
1

2]    (12)                       

R(V) =
R(0)

1+ 
tox

2×e 2×m e

4×h
2

×∅
 ×V2

(13) 

R(0) is the higher value of resistance which is obtained  due to the anti-parallel fields formed between the two 

ferromagnetic layers given by equation (12).  

Whereas R(V) is the lower resistance value which is formed due to the tunnelling effect that occurs between the 
ferromagnetic layers through the insulating layer due to the parallel fields that are formed between the two 

ferromagnetic layers given by equation (13) [14]. 

 

IX. THEORETICAL DESIGN OF MTJ 
In this design, an example of MTJ has been worked out and the two resistance values have been calculated by 

using simplified resistance equations (11) and (12). The diagram of the MTJ is given below. 

 

 
Figure 6: MTJ Design 
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For this model the following parameters have been considered, 

Length of free layer = 150nm,  

Width of free layer = 100nm, 

Height of barrier = 100A . 
 

Surface area = (150×100) nm2= 1.5×10-14m2 

The two resistances calculated by putting the above values in equations (13) and (14) are obtained as, 

 

R (0) = 1.415 KΩ 
R (V) = 345.5 Ω 

 

X. TO CALCULATE TMR RATIO 
 TMR ratio is the difference between the two resistances formed in the MTJ. Resistance formed at the 

anti-parallel field is the higher resistance whereas the resistance formed at the parallel field is lower resistance. 

The higher the TMR ratio, lesser will be the resistance area (RA) [15]. And hence it will be easier to differentiate 

between the two logic states. Hence the higher TMR ratio is desirable. 

From equation (1), 

TMR =  
RAP − RP

RP

 × 100% 

TMR = 309.55% 

Here a high TMR ratio is obtained which is desirable. Hence it becomes easy to differentiate between the two 

resistances. 

 

XI. NON-VOLATILE SRAM BASED ON MTJ  
Realization Design by Tanner Tool 

 
Figure 7: Non-volatile SRAM based on MTJ 
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XII. FOUR BIT NON-VOLATILE SRAM  USING  MTJ 
A four-bit Non-Volatile SRAM is designed using Tanner Tool (0.25μm) technology. The circuit diagram of 

Non-Volatile SRAM cell is given in Fig-7 .This figure contains four SRAM cells each connected to an MTJ. 

The inputs are given to the SRAM cells from where it is fed into the sense amplifier. 

 

The output of the sense amplifier is fed into the MTJ. The detailed diagram of a single cell of SRAM is given in 

Fig-1. The data is given to the SRAM cell in which it is stored. The output of SRAM is taken with the help of 
differential sense amplifier. Its output is then fed into the MTJ. 

The waveforms of the output of SRAM cell, MTJ output is taken by simulating it in Tanner Tools. The input to 

the SRAM cell is given as 0110 as shown in Fig 9. and is fed into the sense amplifier. The output of the sense 

amplifier is given in Fig 10. The output of MTJ is taken as logic ‘0’ when its output voltage is less than 90mV 

and it is taken as logic ‘1’ when it is more than 200mV. 

 
  

The following graphs are obtained from the simulation of the SRAM cell with the MTJ realization. The input 

0110 given to the SRAM cell as shown in Fig 9. 

 
Figure9: Input to SRAM cell (0110) 

 

The output of the SRAM cell is given to the sense amplifier which cancels the common noise and amplifies the 

difference between the two signals. 

The output of the sense amplifier is then fed to the input of the realized MTJ. This MTJ stores the result. The 

output of the MTJ is given in Fig 10. The output voltage range that is obtained in this circuit is from 90mV to 
220mV. The output logic takes it as logic ‘0’ when the output of MTJ is less than 90mV and it takes it as logic 

‘1’ when its output is greater than 200mV. 

 

Figure 8: Four bit non-volatile SRAM. 
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Figure 10: Output voltage across MTJ 

 

 The two distinct resistances are found using the tanner tool simulation. The higher resistance which 

denotes the resistance formed due to the parallel field formed between the two layers is found to be 1.2kΩ and 

the lower resistance that is formed due to the parallel field formed between the two layers is found to be of 260Ω 

as shown in Fig 11. 

 

 
Figure 11:  Resistance of MTJ 

 

Drain current through the MTJ is also found out from the simulation. It is given in Fig 12. The range of current 

is found to be 160μA to 360μA.    

 
Figure 12: Drain current at MTJ 

 

The power consumption of the MTJ is also calculated using tanner simulation. It is found to be 50μW for higher 

resistance whereas it is 110μW for the lower resistance. It is shown in Fig 13. 

 
Figure 13: Power consumption of MTJ 

 

TABLE I: Result of NV-SRAM at differ.,input bit 

 
 

  Hence the higher value of resistance which is the anti-parallel field resistance of MTJ is found to be 

1.2KΩ and the parallel field resistance is obtained as 260Ω. And the power consumption of MTJ is found to be 

as low as 50μW for higher resistance and 110μW for lower resistance. 
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XIII. CONCLUSION 
 Most FPGA circuits use SRAM based flip-flop as internal memory. But since SRAM is volatile, both 

the configuration and information stored is lost. Hence a Non-volatile SRAM is designed using a Magnetic 

Tunnel Junction and is simulated in the Tanner Tools. The two resistances are calculated and are found to 

be1.2kΩ for logic ‘0’ and 260Ω for logic ‘1’. The currents flowing through the MTJ during the two states are 

easily differentiable. At logic ‘0’, 120μA current flows whereas at logic ‘1’,0.3mA current flows. Thus the 

maximum current flow is as low as 360μA which is very low.The TMR ratio of 314.45% is obtained. The more 
the TMR ratio, the more will be the resistance area in the MTJ,hence it is easy to differentiate between the two 

logic states at the output of MTJ. The power consumption of the Non-Volatile SRAM differentiate between the 

two logic states at the output of MTJ. The power consumption of the Non-Volatile SRAM is found to be 50μW 

for higher resistance and 110μW for the lower resistance. Hence the SRAM cell which has been designed and 

realized using MTJ is a non-volatile device and can be used to store the data from the output of the SRAM cell 

as tabulated in Table I 

 The application of full adder has been done and the two outputs (SUM and CARRY) are stored in two 

MTJs. The drain current flowing through it is found and the two resistances are obtained as shown in Table I. 

The drain current flowing through the MTJ is obtained as 100μA for logic ‘0’ and 270μA for logic ‘1’ and the 

voltage obtained across the MTJ is 95mV for logic ‘1’ and 550mV for logic ‘0’. The two resistances obtained 

are RH(0) for logic ‘0’ and RL(1) for logic ‘1’. Where RH(0) is 5.5kΩ and RL(1) is 330Ω. The input voltage 
supplied to the MTJ is 0.8 volts. 
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