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ABSTRACT :Digital image processing is a method for processing digital images. Images are represented in 

various forms by using Image Transforms. Image transformation is carried out by applying mathematical 

operations on an image. There are various transform methods available such as Discrete Wavelet Transform 

(DWT), Discrete Cosine Transform (DCT), Karhunen–Loeve Transform (KLT), etc. These transformation 

methods find application in compression, enhancement, feature extraction, and pattern recognition etc. DWT is 

a wavelet transformation from spatial to frequency domain where the wavelets are discretely sampled. The main 

advantage of DWT is that the image can be represented in multi resolution form. Advantages of DWT are that it 

provides a high compression ratio by avoiding the blocking artefacts, provides better localization in spatial and 

frequency domains. But there is a great need to improve the throughput and overall design cycle time. In this 

paper, new hybrid architecture is proposed for image compression. The proposed hybrid architecture is a 

combination of DWT and DCT methods. The architecture is designed by using Verilog HDL and is synthesized 

by using Xilinx ISE 14.2 Version. The architecture is targeted on Spartan 6 FPGA board. The standard Lena 

image [512x512] is used as a test image. A comparison of encoding time is made between standalone DWT and 

hybrid DWT-DCT proposed method. The results show that the encoding time of proposed hybrid [DWT-DCT] 

image compression method is faster than the standalone DWT method. 
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I. INTRODUCTION 

Digital image processing is a system whose input is an image and output is also an image. The digital 

system will perform some operations on the image and produce a processed image. A function is used inside this 

digital system to process an image and produce an output image. This function is called as Image 

Transformation. Image Transformation employs mathematical functions on a signal/image. Transformations 

find applications in various fields such as Image Enhancement, Image Compression, Image Analysis and Image 

Filtering. The aim of transformation is to extract more information by using mathematical functions. It converts 

an image from spatial/time domain to frequency domain. Important significance of Image Transformation is that 

the critical components of an image can be isolated and the image can be stored in a compact form. Storing the 

image in its compact form results in efficient transmission of data with less bandwidth. An Image 

Transformation [4] is classified into as Orthogonal Sinusoidal functions, Non-Orthogonal Sinusoidal Functions, 

Directional Transformations and functions based on statistics of input signal. Examples of Orthogonal 

Sinusoidal functions are Discrete Fourier Transforms, Discrete Cosine Transforms, and Discrete Sine 

Transforms. Examples of Non-Orthogonal Sinusoidal Functions are Haar Transforms, Slant Transforms, 

WalshTransforms, and Hadamard Transforms. These transforms are also called as Wavelet Transforms. 

Examples of Directional Transformations are Ridgelet Transforms, Hough Transforms, and Counterlet 

Transforms, etc. Examples of functions based on statistics of input signal are KL Transforms and Singular 

Value Decomposition. 

In Digital Signal Processing the computations are usually in the form of sum of product, dot product 

and inner product. A design engineer [15] can carefully design the architecture by reducing the number of gate 

counts in the range of 50% to 80% in the arithmetic unit of signal processing. Distributed Arithmetic (DA) 

architecture design can be used to achieve a reduction in gate count up to 80%. DA can also be used to obtain a 
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high speed by employing more arithmetic operations. DA finds application in filters such as biquadratic digital 

filter. 

The rest of the paper is organized as follows: Section 2 describes basics of DWT and DCT. Section 3 

briefs out the fundamentals of Distributed Arithmetic. Section 4 briefs the architecture hybrid design of DWT-

DCT. Section 5 discusses the results of the design. Section 6 provides the conclusion. 

 

II. DWT AND DCT 

 The wavelet transform [5] is similar to Fourier Transform but has different functions. The difference is 

that Fourier transforms decompose the signal into sine and cosine functions whereas wavelet transforms 

decompose the signal into real and complex values. The fundamental principle of wavelet transforms is that the 

transformation should change the time extensions but not the shape. Generally, Wavelet expression is expressed 

as follows in equation (1). 

 
      Fig. 1. Level 1 wavelet decomposition  

 

Where the * is the complex conjugate symbol and function ψ is some function. This function can be chosen 

arbitrarily provided that it obeys certain rules. Level 1 wavelet decomposition is shown in the Fig.1. 

An image is represented by a two-dimensional array of coefficients. Each coefficient represents a 

specific brightness level at that point. From a higher perspective view it is difficult to differentiate between more 

important coefficients and less important coefficients. Usually natural images have smooth colour variations, 

with the fine details being represented as sharp edges in between the smooth variations. In technical terms the 

smooth variations in colour can be defined as low frequency components and the sharp variations as high 

frequency components. 

The low frequency components (smooth variations) are called as the base of an image, and the high 

frequency components (the edges which give the details) will add upon them to refine the image, to produce a 

detailed image. The process of separating the smooth variations and details of the image are done in many ways. 

One such method is the decomposition of the image using a Discrete Wavelet Transform (DWT). 

DWT [11] is an implementation of the wavelet transform using a discrete set of the wavelet scales and 

translations which obey certain defined rules. DWT is an orthogonal wavelet. DWT provides sufficient 

information required for both analysis and synthesis of the original signal, significantly reducing the 

computation time. DWT is very easy to implement. DWT is suitable for linearsignal processing and multi-

resolution analysis [1]. It will provide a better compression approximation. It is image independent. 

 

A. Steps in processing DWT Image 

 A Low Pass and a High Pass Filter are selected, such that they exactly have half of the frequency range 

between themselves. This filter pair is called the Analysis Filter pair.  

 First, Low Pass Filter (LPF) is applied for each row of data which generate low frequency components for 

the row. But since the LPF is a half band filter, the output data contains frequencies only in the first half of 

the original frequency range. So, by Shannon's Sampling Theorem, they can be subsampled by two, so that 

the output data now contains only half the original number of samples. 

 Now, the high pass filter is applied for the same row of data, and similarly the high pass components are 

separated, and placed by the side of the low pass components. This procedure is done for all rows. 

 Next, the filtering is done for each column of the intermediate data. The resulting two-dimensional array of 

coefficients contains four bands of data, each labelled as LL (low-low), HL (high-low), LH (low-high) and 

HH (high-high).  

 The LL band can be decomposed once again in the same manner, thereby producing even more sub-bands. 

This can be done up to any level, thereby resulting in a pyramidal decomposition as shown below Fig.2.The 

below Fig.3. Shows the 512x512 Lena image and its one level decomposition. 
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Fig. 2.Level decompositionFig. 3.  Original image and its one level decomposition 

 

 We consider an N × N image as two dimensional pixel array I with N rows and N columns. The rows 

are enumerated from top to bottom and the columns from left to right. The index starts with zero and therefore 

the largest index is N − 1. The image pixels them self at row i and column j will be denoted by [i, j]. 

 

B. The Inverse DWT of an image 

As forward transform is used to divide the image data into various classes of importance, a reverse 

transform is used to reassemble the various classes of data into a reconstructed image. Here also, pair of high 

pass and low pass filters are used. Now, this filter pair is called the Synthesis Filter pair. 

The filtering procedure is just the opposite. It starts from the topmost level, filters are applied column 

wise first and then row wise, and then proceed to the next level, till first level reached. 

 

C. Image Compression using DCT 

In our proposed method, DCT is used to compress the image. DCT is a technique for converting a 

signal into elementary frequency components and is widely used in image compression. DCT helps to separate 

the image into parts (or spectral sub-bands) of differing importance (with respect to the image's visual quality). 

DCT is applied to every non- overlapping block of the image. It is described in the following equation(2): 

 
DCT operation reduces the entropy of all images. The reduction in entropy becomes more profound as 

the number of retained coefficients is decreased. DCT renders an excellent energy compaction for correlated 

images. DCT stores energy in the low frequency regions. It also provides optimal decorrelation for such images. 

Hence, all the uncorrelated transform coefficients can be encoded independently without compromising coding 

efficiency [15]. Therefore, some of the high frequency information can be discarded without significant quality 

degradation. In quantization, further reduction of the entropy takes place or reduction in the average number of 

bits per pixel takes place. Interpixel redundancies have been exploited by DCT to render excellent decorrelation 

for the natural images. 

Symmetry is an extremely useful property of DCT as it implies that the transformation matrix can be 

precomputed offline and then applied to the image which provides improvement in computation efficiency. 

Orthogonality property of DCT will reduce the pre-computation complexity. 

 

III. FUNDAMENTALS OF DISTRIBUTED ARITHMETIC (DA) 

Distributed Arithmetic is a technique to compute Sum of Products or Multiply and Accumulate (MAC) 

computations. This technique saves the resources used for MAC implementation. MAC implementation on Field 

Programmable Gate Array (FPGA) uses the Look UpTables (LUT) of the FPGA. DA [12] algorithm utilizes the 

potential of the Xilinx FPGA look-up table architecture [6] and capable of producing very efficient filter 

designs. DA algorithms are derived in a very simple manner and finds widespread applications. DA makes use 

of simple Boolean algebraic expressions. The overwhelming advantage of using DA in FPGA is high speed 

computation with a high precision. Area savings can be obtained up to 80% in DSP hardware designs. 

The mathematical expression of DA is as follows as in equation (3).  

Y (n) ⇒ kΣk=1 AkXk(n)              (3) 
Where: Y (n) = Output response at time n,  xk (n) = Input variable at time n. Ak = constant weighting 

coefficient. 

Following steps explain the application of DA 

• DA technique works on bit serial principle 
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• DA is fast when number of elements is equal to the word size 

• DA utilizes the lookup tables of FPGA 

 

IV. TOP LEVEL ARCHITECTURE OF PROPOSED METHOD DWT-DCT 

 The Discrete Wavelet Transform [2, 3] and Discrete Cosine Transform have gained the reputation of 

being a very effective signal analysis tool for many practical applications. Poly phase structure is proposed for 

the filter implementation in the proposed method, which uses Distributive Arithmetic technique. The 

implementation of DA is based on lookup tables that are popular in FPGA [8] implementations. The design has 

been targeted on to Xilinx Spartan 6 FPGA board. 

The proposed algorithm is as follows: 

• Initially the input image [Lena 512x512] is read 

• Three level DWT is applied onto the input image 

• DCT is applied to the DWT coefficients of the image obtained from third stage of DWT of size 8x8. 

• Thus the final hybrid compressed image is obtained. 

Fig.4. shows the top level architecture of Proposed DWT-DCT method.Fig.5. shows the Parallel DA 

Architecture. 
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Fig. 4.Proposed top level architectureFig.5. Parallel DA Architecture  

 

The memory blocks consist of dual-port RAM units that store the partial and final transformed samples 

in a convenient way to allow the dual input access in each computation. For this purpose, the memory unit has 

been divided in two blocks: one to store even samples and another to store odd samples  The address generation 

and manipulation of write enable signals for even and odd sample blocks is done by the control unit. 

Register Transfer Level (RTL) schematic of the proposed architecture design is shown in Fig.6.  

 

 
Fig.6. Register Transfer Level (RTL) Schematic 
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V.  RESULTS AND DISCUSSIONS 

 The standard Lena image [512x512] is used as a test image. The proposed architecture is designed by 

using Verilog HDL. The proposed hybrid architecture is simulated by using Xilinx ISE 14.2 version simulator 

and is targeted on Spartan 6 FPGA board. 

 

A. Simulated wave form of filtered values 

 
Fig.7. Simulation Wave Form of DWT Top Module 

 

The simulation waveform of DWT is shown in the above Fig.7. The three level DWT output of the proposed 

method is shown in the below Fig.8. 

 

 
Fig.8. Three Level DWT Output of Proposed Method for Lena image 

 

B. Device Utilization Summary and Timing Summary 
 

Table I Device Utilization Summary of DWT Method 

 

 

 
 

 

 
 

 

 
 

 
 

Table IITiming Summary of DWT Method 
 

 
 
 

 

 
 

 
 

 

 

Number of Slice LUTs 2758 out of 218600 1% 

Number with an unused Flip Flop 1822 out of   2920 62% 

Number with an unused LUT 162 out of   2920 5%   

Number of fully used LUT-FF pairs 936 out of   2920 32% 

Number of bonded IOBs 84 out of    362     23% 

Number of Block RAM/FIFO 112 out of 545 20% 

Number of BUFG/BUFGCTRLs 1 out of     32 3% 

Minimum period 3.192ns 

Maximum Frequency 313.303MHz 

Minimum input 

arrival time before 

clock 

1.366ns 

Maximum output 

required time after 

clock 

0.754ns 
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Table III.Timing Summary of Proposed Method 

 
 

Table IVDevice Utilization Summary of ProposedMethod 

Number of Slice LUTs 1093 out of 708480 1% 

Number with an unused Flip Flop 1727 out of   2504 68% 

Number with an unused LUT 228 out of   2504 9% 

Number of fully used LUT-FF pairs 549 out of   2504 21% 

Number of bonded IOBs 84 out of    720 11% 

Number of Block RAM/FIFO 28 out of  912 3% 

Number of BUFG/BUFGCTRLs 1 out of     32 3% 

 

Table V Comparison Table 
Encoding Time 

DWT 

Encoding Time  

Proposed Method [DWT-DCT]  

    0.754ns 0.670ns 

 

VI. CONCLUSION 

 In this paper new hybrid [DWT-DCT] architecture has been designed for compression of an image. 

The test image used for testing the proposed design is a standard Lena image of dimension 512x512. The 

proposed method is designed using Verilog HDL and is synthesized using Xilinx ISE 14.2 version. The 

architecture design has been synthesized up to the gate level. The proposed architecture utilizes less hardware 

resources and reduces the implementation cost. From the results obtained it is shown that the encoding process 

of the hybrid [DWT-DCT] process is faster when compared to standalone DWT method.  
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